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FIG. 1. Cartoon of the nonequilibrium spin-boson model.
The ground and excited states of the junction-bound molecule
are labelled |gi and |ei, and are coupled to both the left and
right thermal baths, with coupling strengths ⇠L and ⇠R re-
spectively.

in a standard system-bath form,

Ĥ = Ĥs + Ĥb + Ĥsb. (1)

where Ĥs describes the two-level subsystem,

Ĥs =
✏

2
�̂z +

�

2
�̂x, (2)

and ✏ and � are related to the coupling between the
two vibrational states of the molecule, and their energy
di↵erence, respectively.

The Hamiltonian operator for the environment in-
cludes both the left and right baths, written using mass-
weighted coordinate and momenta operators is

Ĥb =
1

2

X

�=L,R

X

k

h
P̂ 2
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�,kQ̂
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�,k

i
. (3)

The molecular subsystem is bilinearly coupled to each
bath,

Ĥsb =
X

�=L,R

X

k

c�,kQ̂�,k�̂z. (4)

This coupling is characterized by a spectral density func-
tion,

g�(!) =
⇡

2

X

k

c2�,k
!�,k

�(! � !�,k), (5)

and, as is common in the literature,14,16,33,34 we choose
the Ohmic form in this study.

g�(!) =
⇡

2
⇠�! exp(�!/!c,�). (6)

Here the Kondo parameter, ⇠�, is a measure of the
system-bath coupling strength at the �th contact, and
!c,� is the inverse of the corresponding characteristic
timescale of each bath. In this study the right and left
bath spectral densities are chosen to be identical, i.e.
⇠L = ⇠R = ⇠, and !c,L = !c,R = !c, such that the
baths only di↵er in terms of their temperature.

B. Mean Field Theory

The multi-trajectory Ehrenfest mean field theory
(MFT) can be derived in a straightforward manner, via
the quantum-classical Liouville (QCL) equation.40,41 The
QCL equation of motion for the density matrix is for-
mally exact for an arbitrary quantum mechanical system
that is bilinearly coupled to a harmonic environment, as
is the case for the NESB problem, and many other quan-
tum impurity models. Written in a compact form, the
QCL equation is

@

@t
⇢̂W (X, t) = �iL⇢̂W (X, t). (7)

The QCLE describes the time evolution of ⇢̂W (X, t), the
partial Wigner transform of the density operator taken
over the coordinates of the Nb bath degrees of freedom,
which are represented by continuous phase space vari-
ables X = (R,P ) = (R1, R2, ..., RNb , P1, P2, ..., PNb).
The partial Wigner transform of the density operator,
⇢̂, is defined as

⇢̂W (R,P ) =
1

(2⇡~)Nb

Z
dZeiP ·ZhR� Z

2
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Z

2
i.(8)

The QCL operator is defined as

iL· = i

~ [ĤW , ·]� 1

2
({ĤW , ·}� {·, ĤW }), (9)

where [·, ·] is the commutator, and {·, ·} is the Poisson
bracket in the phase space of the environmental variables.
The Ehrenfest MFT equations of motion are obtained
by requiring that the total density of the system can be
written as an uncorrelated product of the system and
bath reduced densities at all times,

⇢̂W (X, t) = ⇢̂s(t)⇢b,W (X, t), (10)

where the reduced density matrix of the system is

⇢̂s(t) = Trb
⇣
⇢̂(t)

⌘
=

Z
dX ⇢̂W (X, t), (11)

and the bath density is ⇢b(X, t) = Trs(⇢̂W (X, t)). Re-
quiring solutions to the QCL equation of this form yields
the Ehrenfest MFT equations of motion for the subsys-
tem:

d

dt
⇢̂s(t) = �i

h
Ĥs + Ĥsb,W (X(t)), ⇢̂s(t)

i
. (12)

The evolution of the reduced Wigner density of the bath
can be represented by an ensemble of multiple indepen-
dent trajectories, ⇢b,W (X, t) =

P
j �(Xj � X(t)), that

evolve according to a set e↵ective Hamilton’s equations
of motion generated from the mean-field e↵ective Hamil-
tonian,
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• High-dimensional (open) systems ( nuclei, electrons, photons ) 

• Compatible with both model Hamiltonians and ab initio methods.

• “Accuracy” in different physical and chemical settings.

• Computational cost less than or equal to …

Challenge :

2 Robbie Grunwald, Aaron Kelly, and Raymond Kapral

experimental techniques are beginning to allow one to probe dynamical events in
previously unexplored regimes; for example, sub-femtosecond to picosecond time
scales in condensed media. In order to describe such dynamics from both theoret-
ical and numerical points of view, one is faced with a task that becomes exponen-
tially more difficult with the number of degrees of freedom. For small systems, with
roughly ten to one hundred particles, full quantum simulations can be carried out but
at a large computational cost. In order to describe larger, more complicated systems
we are forced to make approximations to full quantum mechanics in order to obtain
dynamical information. Indeed, in some instances a full quantum mechanical treat-
ment is probably unnecessary. This is the case if one is interested in a small subset
of system degrees of freedom whose quantum mechanical character is important,
while the remainder of the system (environment) may be approximated by classical
mechanics [1, 2, 3]. For example, a decomposition of this type is appropriate for a
subsystem composed of light particles, like electrons or protons, interacting with a
solvent of heavy molecules.

In this paper we restrict our consideration of such systems to descriptions based
on quantum-classical Liouville dynamics [3]. We begin with a discussion of this
equation and its properties. The quantum-classical Liouville equation describes the
dynamics of a quantum subsystem coupled to an almost classical environment. The
term “almost” used here and in the title refers to the fact that while the environment
evolves by the classical equations of motion in the absence of coupling to the quan-
tum subsystem, in the presence of coupling a description in terms of single classical
trajectories is no longer possible. After this introduction, we outline a number of
ways one may construct numerical solutions to this equation by projecting it onto
different bases. In certain limits, making approximations, quantum-classical Liou-
ville dynamics may be reduced to some commonly-used mixed quantum-classical
approaches, in particular, mean field and surface hopping schemes, as well as the
Wigner-Liouville approach. Quantum time correlation functions, which are related
to transport properties, are then discussed. As an example, the computation of quan-
tum chemical reaction rates is described in the penultimate section. Some perspec-
tives on the work are given in conclusions.

2 Quantum-Classical Liouville Dynamics

The time evolution of a quantum mechanical system is governed by the quantum
Liouville-von Neumann equation,

∂
∂ t

r̂(t) =° i

h̄
[Ĥ, r̂(t)], (1)

where r̂(t) is the density matrix, Ĥ is the total Hamiltonian, and the square brackets
denote the commutator. Quantum-classical Liouville dynamics is an approximation
to this equation that is appropriate for situations where the full quantum system
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experimental techniques are beginning to allow one to probe dynamical events in
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tum chemical reaction rates is described in the penultimate section. Some perspec-
tives on the work are given in conclusions.
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• Quantum – classical dynamics and Ehrenfest mean-field theory 

• The Nakajima-Zwanzig generalized quantum master equation
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FIG. 1. Cartoon of the nonequilibrium spin-boson model.
The ground and excited states of the junction-bound molecule
are labelled |gi and |ei, and are coupled to both the left and
right thermal baths, with coupling strengths ⇠L and ⇠R re-
spectively.

in a standard system-bath form,

Ĥ = Ĥs + Ĥb + Ĥsb. (1)

where Ĥs describes the two-level subsystem,

Ĥs =
✏

2
�̂z +

�

2
�̂x, (2)

and ✏ and � are related to the coupling between the
two vibrational states of the molecule, and their energy
di↵erence, respectively.

The Hamiltonian operator for the environment in-
cludes both the left and right baths, written using mass-
weighted coordinate and momenta operators is

Ĥb =
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The molecular subsystem is bilinearly coupled to each
bath,

Ĥsb =
X
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This coupling is characterized by a spectral density func-
tion,

g�(!) =
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and, as is common in the literature,14,16,33,34 we choose
the Ohmic form in this study.

g�(!) =
⇡

2
⇠�! exp(�!/!c,�). (6)

Here the Kondo parameter, ⇠�, is a measure of the
system-bath coupling strength at the �th contact, and
!c,� is the inverse of the corresponding characteristic
timescale of each bath. In this study the right and left
bath spectral densities are chosen to be identical, i.e.
⇠L = ⇠R = ⇠, and !c,L = !c,R = !c, such that the
baths only di↵er in terms of their temperature.

B. Mean Field Theory

The multi-trajectory Ehrenfest mean field theory
(MFT) can be derived in a straightforward manner, via
the quantum-classical Liouville (QCL) equation.40,41 The
QCL equation of motion for the density matrix is for-
mally exact for an arbitrary quantum mechanical system
that is bilinearly coupled to a harmonic environment, as
is the case for the NESB problem, and many other quan-
tum impurity models. Written in a compact form, the
QCL equation is
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⇢̂W (X, t) = �iL⇢̂W (X, t). (7)

The QCLE describes the time evolution of ⇢̂W (X, t), the
partial Wigner transform of the density operator taken
over the coordinates of the Nb bath degrees of freedom,
which are represented by continuous phase space vari-
ables X = (R,P ) = (R1, R2, ..., RNb , P1, P2, ..., PNb).
The partial Wigner transform of the density operator,
⇢̂, is defined as
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The QCL operator is defined as
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({ĤW , ·}� {·, ĤW }), (9)

where [·, ·] is the commutator, and {·, ·} is the Poisson
bracket in the phase space of the environmental variables.
The Ehrenfest MFT equations of motion are obtained
by requiring that the total density of the system can be
written as an uncorrelated product of the system and
bath reduced densities at all times,

⇢̂W (X, t) = ⇢̂s(t)⇢b,W (X, t), (10)

where the reduced density matrix of the system is

⇢̂s(t) = Trb
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and the bath density is ⇢b(X, t) = Trs(⇢̂W (X, t)). Re-
quiring solutions to the QCL equation of this form yields
the Ehrenfest MFT equations of motion for the subsys-
tem:
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The evolution of the reduced Wigner density of the bath
can be represented by an ensemble of multiple indepen-
dent trajectories, ⇢b,W (X, t) =

P
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evolve according to a set e↵ective Hamilton’s equations
of motion generated from the mean-field e↵ective Hamil-
tonian,
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experimental techniques are beginning to allow one to probe dynamical events in
previously unexplored regimes; for example, sub-femtosecond to picosecond time
scales in condensed media. In order to describe such dynamics from both theoret-
ical and numerical points of view, one is faced with a task that becomes exponen-
tially more difficult with the number of degrees of freedom. For small systems, with
roughly ten to one hundred particles, full quantum simulations can be carried out but
at a large computational cost. In order to describe larger, more complicated systems
we are forced to make approximations to full quantum mechanics in order to obtain
dynamical information. Indeed, in some instances a full quantum mechanical treat-
ment is probably unnecessary. This is the case if one is interested in a small subset
of system degrees of freedom whose quantum mechanical character is important,
while the remainder of the system (environment) may be approximated by classical
mechanics [1, 2, 3]. For example, a decomposition of this type is appropriate for a
subsystem composed of light particles, like electrons or protons, interacting with a
solvent of heavy molecules.

In this paper we restrict our consideration of such systems to descriptions based
on quantum-classical Liouville dynamics [3]. We begin with a discussion of this
equation and its properties. The quantum-classical Liouville equation describes the
dynamics of a quantum subsystem coupled to an almost classical environment. The
term “almost” used here and in the title refers to the fact that while the environment
evolves by the classical equations of motion in the absence of coupling to the quan-
tum subsystem, in the presence of coupling a description in terms of single classical
trajectories is no longer possible. After this introduction, we outline a number of
ways one may construct numerical solutions to this equation by projecting it onto
different bases. In certain limits, making approximations, quantum-classical Liou-
ville dynamics may be reduced to some commonly-used mixed quantum-classical
approaches, in particular, mean field and surface hopping schemes, as well as the
Wigner-Liouville approach. Quantum time correlation functions, which are related
to transport properties, are then discussed. As an example, the computation of quan-
tum chemical reaction rates is described in the penultimate section. Some perspec-
tives on the work are given in conclusions.

2 Quantum-Classical Liouville Dynamics

The time evolution of a quantum mechanical system is governed by the quantum
Liouville-von Neumann equation,

∂
∂ t

r̂(t) =° i

h̄
[Ĥ, r̂(t)], (1)

where r̂(t) is the density matrix, Ĥ is the total Hamiltonian, and the square brackets
denote the commutator. Quantum-classical Liouville dynamics is an approximation
to this equation that is appropriate for situations where the full quantum system
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∂
∂ t

r̂(t) =° i

h̄
[Ĥ, r̂(t)], (1)

where r̂(t) is the density matrix, Ĥ is the total Hamiltonian, and the square brackets
denote the commutator. Quantum-classical Liouville dynamics is an approximation
to this equation that is appropriate for situations where the full quantum system

Quantum Dynamics in Almost Classical Environments 3

may be partitioned into a quantum subsystem, and a classical environment. This
partition is motivated by the observation that for many condensed phase processes
the quantum mechanical character of only a few degrees of freedom need be taken
into account to accurately describe the system’s overall dynamics. To this end, we
let q̂ = {q̂i}, i = 1, ...,n be a set of coordinate operators for the n subsystem de-
grees of freedom with mass m, while the remaining N environmental degrees of
freedom with mass M have coordinate operators Q̂ = {Q̂i}, i = 1, ...,N. The total
Hamiltonian can then be written as

Ĥ =
P̂

2

2M
+

p̂
2

2m
+V̂ (q̂, Q̂), (2)

where we have written the momentum operators for the subsystem and environment
as p̂ and P̂, respectively. In keeping with this partition scheme, the potential energy
operator, V̂ (q̂, Q̂) can be decomposed into subsystem, environment, and coupling
terms: V̂ (q̂, Q̂) = V̂s(q̂)+V̂e(Q̂)+V̂c(q̂, Q̂).

By performing a partial Wigner transform with respect to the coordinates of the
environment, we obtain a classical-like phase space representation of those degrees
of freedom. The subsystem coordinate operators are left untransformed, thus, retain-
ing the operator character of the density matrix and Hamiltonian in the subsystem
Hilbert space [4]. In order to take the partial Wigner transform of Eq. (1) explicitly,
we express the Liouville-von Neumann equation in the {Q} representation,

∂ hQ|r̂(t)|Q0i
∂ t

=° i

h̄

Z
dQ

00 °hQ|Ĥ|Q00ihQ00|r̂(t)|Q0i°hQ|r̂(t)|Q00ihQ00|Ĥ|Q0i
¢
.

(3)
Using the definition of the Wigner transform [5] of the density matrix,

r̂W (R,P) = (2p h̄)°3N

Z
dZ e

iP·Z/h̄hR° Z

2
|r̂ |R+

Z

2
i, (4)

and the formula for the partial Wigner transform of a product of two operators [6]
°
ÂB̂

¢
W

(R,P) = ÂW (R,P)eh̄L/2i
B̂W (R,P), (5)

Eq. (3) becomes

∂ r̂W (R,P, t)
∂ t

= ° i

h̄

≥
ĤW (R,P)eh̄L/2ir̂W (R,P, t)

°r̂W (R,P, t)eh̄L/2i
ĤW (R,P)

¥
. (6)

The operator L =√°— P ·°!— R°
√°— R ·°!— P is the negative of the Poisson bracket opera-

tor, and the subscript W indicates the partial Wigner transform. The partial Wigner
transform of the total Hamiltonian is written as,

ĤW (R,P) =
P

2

2M
+

p̂
2

2m
+V̂W (q̂,R). (7)
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experimental techniques are beginning to allow one to probe dynamical events in
previously unexplored regimes; for example, sub-femtosecond to picosecond time
scales in condensed media. In order to describe such dynamics from both theoret-
ical and numerical points of view, one is faced with a task that becomes exponen-
tially more difficult with the number of degrees of freedom. For small systems, with
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at a large computational cost. In order to describe larger, more complicated systems
we are forced to make approximations to full quantum mechanics in order to obtain
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of system degrees of freedom whose quantum mechanical character is important,
while the remainder of the system (environment) may be approximated by classical
mechanics [1, 2, 3]. For example, a decomposition of this type is appropriate for a
subsystem composed of light particles, like electrons or protons, interacting with a
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In this paper we restrict our consideration of such systems to descriptions based
on quantum-classical Liouville dynamics [3]. We begin with a discussion of this
equation and its properties. The quantum-classical Liouville equation describes the
dynamics of a quantum subsystem coupled to an almost classical environment. The
term “almost” used here and in the title refers to the fact that while the environment
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tum subsystem, in the presence of coupling a description in terms of single classical
trajectories is no longer possible. After this introduction, we outline a number of
ways one may construct numerical solutions to this equation by projecting it onto
different bases. In certain limits, making approximations, quantum-classical Liou-
ville dynamics may be reduced to some commonly-used mixed quantum-classical
approaches, in particular, mean field and surface hopping schemes, as well as the
Wigner-Liouville approach. Quantum time correlation functions, which are related
to transport properties, are then discussed. As an example, the computation of quan-
tum chemical reaction rates is described in the penultimate section. Some perspec-
tives on the work are given in conclusions.

2 Quantum-Classical Liouville Dynamics

The time evolution of a quantum mechanical system is governed by the quantum
Liouville-von Neumann equation,

∂
∂ t

r̂(t) =° i

h̄
[Ĥ, r̂(t)], (1)

where r̂(t) is the density matrix, Ĥ is the total Hamiltonian, and the square brackets
denote the commutator. Quantum-classical Liouville dynamics is an approximation
to this equation that is appropriate for situations where the full quantum system
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ĤW (R,P)eh̄L/2ir̂W (R,P, t)

°r̂W (R,P, t)eh̄L/2i
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The quantum-classical Liouville equation can be derived by formally expanding
the operator on the right side of Eq. (6) to O(h̄0). One may justify [4] such an
expansion for systems where the masses of particles in the environment are much
greater than those of the subsystem, M ¿ m. In this case the small parameter in
the theory is µ = (m/M)1/2. This factor emerges in the equation of motion quite
naturally through a scaling of the variables motivated by the classical theory of
Brownian motion. Through such an analysis [4], one obtains the quantum-classical
Liouville (QCL) equation [3, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15]

∂ r̂W (R,P, t)
∂ t

= ° i

h̄

£
ĤW (R,P), r̂W (R,P, t)

§

+
1
2
({ĤW (R,P), r̂W (R,P, t)}°{r̂W (R,P, t), ĤW (R,P)})

= °iL̂ r̂W (R,P, t). (8)

The last line defines the mixed quantum-classical Liouville (super)operator L̂ .
The QCL superoperator has many desirable features required to produce phys-

ical dynamics; it conserves total mass, energy, momentum and phase space vol-
umes [4, 16, 17]. However, it does not provide a fully consistent treatment of mixed
quantum-classical dynamics. The quantum-classical bracket defined by the right
side of Eq. (8) does not possess a Lie algebraic structure since it fails to satisfy the
Jacobi identity [16, 18]. A detailed discussion of the consequences of this lack of a
Lie algebraic structure can be found in Ref. [16]. There have been attempts to con-
struct quantum-classical brackets that possess a Lie algebraic structure [19, 20] al-
though these constructions have been shown to have difficulties [21, 22]. In addition
to these attempts, there have been more recent formulations of quantum-classical
dynamics based on different premises that have a Lie algebraic structure [23]. In
spite of these limitations the quantum-classical Liouville description is one of the
most accurate, computationally tractable methods for the study of the quantum dy-
namics of large complex systems. In particular, we observe that it equivalent to the
full quantum dynamics described by Eq. (1) for arbitrary quantum subsystems bi-
linearly coupled to harmonic baths. In addition, as we shall see, approximations to
QCL dynamics yield mean field and surface-hopping schemes.

In the next section we describe how the QCL equation may be expressed in
any basis that spans the subsystem Hilbert space. Here we observe that the sub-
system may also be Wigner transformed to obtain a phase-space-like representation
of the subsystem variables as well as those of the environment. Taking the Wigner
transform of Eq. (8) over the subsystem, we obtain the quantum-classical Wigner-
Liouville equation [24],
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may be partitioned into a quantum subsystem, and a classical environment. This
partition is motivated by the observation that for many condensed phase processes
the quantum mechanical character of only a few degrees of freedom need be taken
into account to accurately describe the system’s overall dynamics. To this end, we
let q̂ = {q̂i}, i = 1, ...,n be a set of coordinate operators for the n subsystem de-
grees of freedom with mass m, while the remaining N environmental degrees of
freedom with mass M have coordinate operators Q̂ = {Q̂i}, i = 1, ...,N. The total
Hamiltonian can then be written as

Ĥ =
P̂

2

2M
+

p̂
2

2m
+V̂ (q̂, Q̂), (2)

where we have written the momentum operators for the subsystem and environment
as p̂ and P̂, respectively. In keeping with this partition scheme, the potential energy
operator, V̂ (q̂, Q̂) can be decomposed into subsystem, environment, and coupling
terms: V̂ (q̂, Q̂) = V̂s(q̂)+V̂e(Q̂)+V̂c(q̂, Q̂).

By performing a partial Wigner transform with respect to the coordinates of the
environment, we obtain a classical-like phase space representation of those degrees
of freedom. The subsystem coordinate operators are left untransformed, thus, retain-
ing the operator character of the density matrix and Hamiltonian in the subsystem
Hilbert space [4]. In order to take the partial Wigner transform of Eq. (1) explicitly,
we express the Liouville-von Neumann equation in the {Q} representation,
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Using the definition of the Wigner transform [5] of the density matrix,
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and the formula for the partial Wigner transform of a product of two operators [6]
°
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Eq. (3) becomes
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The operator L =√°— P ·°!— R°
√°— R ·°!— P is the negative of the Poisson bracket opera-

tor, and the subscript W indicates the partial Wigner transform. The partial Wigner
transform of the total Hamiltonian is written as,

ĤW (R,P) =
P

2

2M
+

p̂
2

2m
+V̂W (q̂,R). (7)

Quantum Dynamics in Almost Classical Environments 3

may be partitioned into a quantum subsystem, and a classical environment. This
partition is motivated by the observation that for many condensed phase processes
the quantum mechanical character of only a few degrees of freedom need be taken
into account to accurately describe the system’s overall dynamics. To this end, we
let q̂ = {q̂i}, i = 1, ...,n be a set of coordinate operators for the n subsystem de-
grees of freedom with mass m, while the remaining N environmental degrees of
freedom with mass M have coordinate operators Q̂ = {Q̂i}, i = 1, ...,N. The total
Hamiltonian can then be written as
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The quantum-classical Liouville equation can be derived by formally expanding
the operator on the right side of Eq. (6) to O(h̄0). One may justify [4] such an
expansion for systems where the masses of particles in the environment are much
greater than those of the subsystem, M ¿ m. In this case the small parameter in
the theory is µ = (m/M)1/2. This factor emerges in the equation of motion quite
naturally through a scaling of the variables motivated by the classical theory of
Brownian motion. Through such an analysis [4], one obtains the quantum-classical
Liouville (QCL) equation [3, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15]
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The last line defines the mixed quantum-classical Liouville (super)operator L̂ .
The QCL superoperator has many desirable features required to produce phys-

ical dynamics; it conserves total mass, energy, momentum and phase space vol-
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side of Eq. (8) does not possess a Lie algebraic structure since it fails to satisfy the
Jacobi identity [16, 18]. A detailed discussion of the consequences of this lack of a
Lie algebraic structure can be found in Ref. [16]. There have been attempts to con-
struct quantum-classical brackets that possess a Lie algebraic structure [19, 20] al-
though these constructions have been shown to have difficulties [21, 22]. In addition
to these attempts, there have been more recent formulations of quantum-classical
dynamics based on different premises that have a Lie algebraic structure [23]. In
spite of these limitations the quantum-classical Liouville description is one of the
most accurate, computationally tractable methods for the study of the quantum dy-
namics of large complex systems. In particular, we observe that it equivalent to the
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linearly coupled to harmonic baths. In addition, as we shall see, approximations to
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q̂ and Q̂ and particle masses of m and M , respectively. The
evolution of the density matrix r̂(t) for this system is given
by the quantum Liouville equation

]r̂

]t 52
i
\

@Ĥ , r̂ # , ~1!

where the Hamiltonian operator is

Ĥ5
P̂2

2M 1
p̂2

2m 1V̂~ q̂ ,Q̂ !. ~2!

The momentum operators are p̂ and P̂ while the total poten-
tial energy V̂( q̂ ,Q̂) may be written as V̂( q̂ ,Q̂)5V̂s( q̂)
1V̂b(Q̂)1V̂c( q̂ ,Q̂), where the subscripts s , b , and c refer
to the ~quantum! subsystem, bath and coupling, respectively,
but we shall rarely need this decomposition. The hats refer to
abstract operators; when the hat is omitted the symbols will
refer to the coordinate representation of these quantities. In
addition, symbols such as q̂ or Q̂ will stand for vectors of
operators, q̂5( q̂1 , q̂2 , . . . , q̂3n), or Q̂5(Q̂1 ,Q̂2 , . . . ,Q̂3N),
corresponding to the different particles in the system under
consideration.

Since we are interested in the limit where the bath de-
grees of freedom are treated classically in a sense described
below, it is convenient to first perform a partial Wigner
transformation with respect to the Q bath coordinates, retain-
ing the operator character that exists because of the q̂ coor-
dinate operators. So we consider the quantum Liouville
equation in the $Q% representation, where r̂(Q ,Q8,t)
5^Qur̂(t)uQ8&. We have

]r̂~Q ,Q8,t !
]t 52

i
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The partial Wigner transforms are defined as follows:11
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z
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and for an operator Â
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z
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z
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z
2 UÂUR2

z
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We shall need the partial Wigner transform of a product of
operators. It is12

~ ÂB̂ !W~R ,P !5ÂW~R ,P !e\L/2iB̂W~R ,P !, ~7!

where the Poisson bracket operator L is defined as

L5πQ P•πW R2πQ R•πW P , ~8!

and the direction of an arrow indicates the direction in which
the operator acts.

Taking the partial Wigner transform of the evolution
equation @Eq. ~3!# we find

]r̂W~R ,P ,t !
]t 52

i
\

~~Ĥ r̂ !W2~ r̂Ĥ !W!
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Here

ĤW~R ,P !5
P2

2M 1
p̂2

2m 1V̂W~ q̂ ,R !. ~10!

We are interested in the limit where the masses of the
bath particles are much larger than those of the subsystem,
M@m . In order to take this limit of the equations of motion
it is useful to follow a procedure familiar from the classical
theory of Brownian motion13 and first scale the variables so
that the the momenta of the heavy particles are of the same
order of magnitude as those of the light particles: mP , where
m5(m/M )1/2. In order to cast the equation of motion into a
form that makes the small m limit transparent, it is conve-
nient to also measure all distances in length units appropriate
for the quantum subsystem. Letting energy be measured in
terms of the arbitrary energy unit e0 , time in units of t0
5\/e0 and length in units of lm5(\2/me0)1/2, the momen-
tum units are selected to be pm5(mlm /t0)5(me0)1/2 and
PM5(Me0)1/2. Using these units we introduce the dimen-
sionless variables

q̂85 q̂/lm , R85R/lm , ~11!

p̂85 p̂/pm , P85P/PM . ~12!

In terms of these scaled variables, the scaled
time t85t/(\/e0), and scaled Hamiltonian,
Ĥ5e0Ĥ8( p̂8,P8, q̂8,R8), we may rewrite the equation of
motion in a dimensionless form that makes the m dependence
explicit.

Carrying out this scaling, the density matrix equation
@Eq. ~9!# in dimensionless variables is

]r̂W8 ~R8,P8,t8!

]t8
52i~ĤW8 ~R8,P8!emL8/2ir̂W8 ~R8,P8,t8!

2 r̂W8 ~R8,P8,t8!emL8/2iĤW8 ~R8,P8!!.

~13!

Note L5mL8/\ . To obtain a description of a quantum sub-
system composed of light particles coupled to a heavy bath
we expand in m and keep only linear terms. The evolution
equation becomes
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The quantum-classical Liouville equation can be derived by formally expanding
the operator on the right side of Eq. (6) to O(h̄0). One may justify [4] such an
expansion for systems where the masses of particles in the environment are much
greater than those of the subsystem, M ¿ m. In this case the small parameter in
the theory is µ = (m/M)1/2. This factor emerges in the equation of motion quite
naturally through a scaling of the variables motivated by the classical theory of
Brownian motion. Through such an analysis [4], one obtains the quantum-classical
Liouville (QCL) equation [3, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15]

∂ r̂W (R,P, t)
∂ t

= ° i

h̄

£
ĤW (R,P), r̂W (R,P, t)

§

+
1
2
({ĤW (R,P), r̂W (R,P, t)}°{r̂W (R,P, t), ĤW (R,P)})

= °iL̂ r̂W (R,P, t). (8)

The last line defines the mixed quantum-classical Liouville (super)operator L̂ .
The QCL superoperator has many desirable features required to produce phys-

ical dynamics; it conserves total mass, energy, momentum and phase space vol-
umes [4, 16, 17]. However, it does not provide a fully consistent treatment of mixed
quantum-classical dynamics. The quantum-classical bracket defined by the right
side of Eq. (8) does not possess a Lie algebraic structure since it fails to satisfy the
Jacobi identity [16, 18]. A detailed discussion of the consequences of this lack of a
Lie algebraic structure can be found in Ref. [16]. There have been attempts to con-
struct quantum-classical brackets that possess a Lie algebraic structure [19, 20] al-
though these constructions have been shown to have difficulties [21, 22]. In addition
to these attempts, there have been more recent formulations of quantum-classical
dynamics based on different premises that have a Lie algebraic structure [23]. In
spite of these limitations the quantum-classical Liouville description is one of the
most accurate, computationally tractable methods for the study of the quantum dy-
namics of large complex systems. In particular, we observe that it equivalent to the
full quantum dynamics described by Eq. (1) for arbitrary quantum subsystems bi-
linearly coupled to harmonic baths. In addition, as we shall see, approximations to
QCL dynamics yield mean field and surface-hopping schemes.

In the next section we describe how the QCL equation may be expressed in
any basis that spans the subsystem Hilbert space. Here we observe that the sub-
system may also be Wigner transformed to obtain a phase-space-like representation
of the subsystem variables as well as those of the environment. Taking the Wigner
transform of Eq. (8) over the subsystem, we obtain the quantum-classical Wigner-
Liouville equation [24],
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umes [4, 16, 17]. However, it does not provide a fully consistent treatment of mixed
quantum-classical dynamics. The quantum-classical bracket defined by the right
side of Eq. (8) does not possess a Lie algebraic structure since it fails to satisfy the
Jacobi identity [16, 18]. A detailed discussion of the consequences of this lack of a
Lie algebraic structure can be found in Ref. [16]. There have been attempts to con-
struct quantum-classical brackets that possess a Lie algebraic structure [19, 20] al-
though these constructions have been shown to have difficulties [21, 22]. In addition
to these attempts, there have been more recent formulations of quantum-classical
dynamics based on different premises that have a Lie algebraic structure [23]. In
spite of these limitations the quantum-classical Liouville description is one of the
most accurate, computationally tractable methods for the study of the quantum dy-
namics of large complex systems. In particular, we observe that it equivalent to the
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linearly coupled to harmonic baths. In addition, as we shall see, approximations to
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In the next section we describe how the QCL equation may be expressed in
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The last term involves derivative with respect to both mapping and environmental
variables. Its contribution is difficult to compute. Calculations on the spin-boson
model have shown that even if the last term is neglected, excellent agreement with
the exact results for a wide range of system parameters is obtained [53].

4 Approximations to the QCL equation

The QCL approach discussed thus far in this chapter provides a good approximation
to the quantum dynamics of condensed phase systems. Most often other approxi-
mate quantum-classical methods, such as mean field and surface-hopping schemes,
have been commonly employed to treat the same class of problems as the QCLE.
These methods are attractive due to their computational simplicity; however, many
important quantum features, such as quantum coherence and correlations, are not
properly handled in these approaches. In this section we discuss these methods and
show that starting from the QCLE, an approximate theory in its own right, further
approximations lead to these other approaches.

4.1 Mean field theory

Mean field theories of mixed quantum-classical systems are based on approxima-
tions that neglect correlations in Ehrenfest’s equations of motion for the evolution
of the position and momentum operators of the heavy-mass nuclear degrees of free-
dom. The approximate evolution equations take the form of Newton’s equations
of motion where the forces that the nuclear degrees of freedom experience involve
mean forces determined from the time-evolving wave function of the system.

We now show how the mean field equations can be derived as an approximation
to the quantum-classical Liouville equation (8) [9]. The Hamiltonian can be written
again as the sum of environmental, subsystem and interaction contributions,

ĤW =
P

2

2M
+Ve(R)+

p̂
2

2m
+V̂s(q̂)+V̂c(q̂,R) = He(X)+ Ĥs(q̂)+V̂c(q̂,R).

In order to study the effects of neglecting correlations in this description of the dy-
namics, we define the reduced density matrices for the environment and subsystem,
respectively, as
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I. PRELIMINARIES

In this set of notes we will outline the calculation of the memory kernel for the generalized quantum master equation
developed by Shi and Geva.

Consider a quantum-mechanical system with a Hamiltonian of the following form,

Ĥ = Ĥs + Ĥb + Ĥsb (1)

where the subscripts {s, b, sb} refer to the subsystem of interest, a set of degrees of freedom which will be referred
to as the bath, and the coupling between the subsystem and bath, respectively. In addition, it is assumed that the
coupling part of the Hamiltionian, Ĥsb has the following product form,

Ĥsb = F̂s ⌦ ⇤̂b, (2)

where F̂s is a pure subsystem operator, and ⇤̂b is a pure bath operator.
We will be interested primarily in the time-evolution of the subsystem density, ⇢̂s(t),

⇢̂s(t) = Trb⇢̂(t), (3)

where ⇢̂(t) is the density operator for the entire system, and Trb indicates the partial trace taken over the bath degrees
of freedom.

We will also assume that the initial state of the system can be factorized in the following manner,

⇢̂(t = 0) = ⇢̂s(0)⌦ ⇢̂
eq
b , (4)

where

⇢̂
eq
b =

exp(��Ĥb)

Trb[exp(��Ĥb)]
(5)

is the density operator for the free bath in thermal equilibrium.
A final assumption is that the thermal average of the bath part of the coupling Hamiltonian vanishes, i.e.

Trb[exp(��Ĥb)⇤̂b] = h⇤̂bi0eq = 0. (6)

Given these assumptions one may proceed to describe the reduced dynamics of the subsystem degrees of freedom
using the formally exact Nakajima-Zwanzig GQME,

d

dt
⇢̂s(t) = � i

~Ls⇢̂s(t)�
Z t

0
d⌧K(⌧)⇢̂s(t� ⌧). (7)

In the previous expression we have made use of the subsystem Liouville operator, Ls = [Ĥs, ·], and K(⌧) is the
memory kernel, which is explicitly given by,

K(⌧) =
1

~2Trb{Lsb exp(�iQL⌧/~)QLsb⇢̂
eq
b }. (8)

Here we have introduced the projection operator Q = 1� P, where P = ⇢̂
eq
b ⌦ Trb(·).

Following the work of Shi and Geva, the above memory kernel can be rewritten using the following set of relations:

K(⌧) = K1(⌧) + i

Z ⌧

0
d⌧

0K1(⌧ � ⌧
0)K2(⌧), (9)

K2(⌧) = K3(⌧) + i

Z ⌧

0
d⌧

0K3(⌧ � ⌧
0)K2(⌧), (10)
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1. The MJ algorithm described in Sec.(IIA) is used to
obtain the correlation functions necessary to form
K1 and K3.

2. K2 is generated from K3 by an iterative solution
to Eq.(31), using K3 itself as an initial guess for
K2. This iterative procedure typically converges
very quickly, and often requires only a few tens of
iterations.

3. K1 and K2 are used as input to obtain the full mem-
ory kernel K by numerical integration of Eq.(29).

4. Using the full memory kernel, the evolution of the
subsystem density is generated by direct numerical
integration of the GQME using Eq. (25).

Using this approach one can propagate the subsystem
RDM for long times using only short-time information
obtained from MJ trajectories performed in the adiabatic
basis. This forms the basis of the MJ-GQME approach
for which we assess the accuracy and e⌅ciency in the
following section.

III. RESULTS AND DISCUSSION

In order to assess the accuracy and e⌅ciency of our
MJ-GQME approach, we performed simulations of the
spin-boson model. Despite its apparent simplicity, this
system is a prototypical model for the study quan-
tum transport and relaxation processes in the condensed
phase [58, 59], and remains a challenging test to approxi-
mate methods. Although the QCLE is formally exact for
the spin-boson model, the MJ approximation has been
invoked and hence the MJ-GQME technique is not guar-
anteed to be exact. Since a wealth of numerically ex-
act results are available for various parameter regimes
of the spin-boson model, it provides an ideal benchmark
test case for the accuracy and e⌅ciency of approximate
nonadiabatic dynamics approaches.

A. Spin-Boson Model

The spin-boson Hamiltonian can be written in the sub-
system basis as

Ĥ = ⇥⌃̂z +�⌃̂x +
P̂ 2

2M
+
 

j

⇤
1

2
Mj⌥

2
j R̂

2
j � cjR̂j ⌃̂z

⌅
.

(38)
This Hamiltonian describes a two level quantum system
with energetic bias 2⇥, and electronic coupling (or tun-
neling matrix element) �, that is bi-linearly coupled to a
bath of independent harmonic oscillators. In this model
the interaction between the system and the bath can be
fully characterized by the spectral density, J(⌥), which
we will choose to be of the Ohmic form,

J(⌥) =
⌅

2
⇤⌥e��/�c . (39)
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Figure 1: Matrix elements of the memory kernel of the GQME
for for ⇧c = 2.5�, ⇤ = �, � = 5��1, ⌅ = 0.2, ⇥ = 0.02��1,
and Ntraj = 2x106. (a) Real and (b) imaginary parts of
K1211 (solid line, filled triangles) and K1222 (dashed line, open
triangles). (c) Real and (d) imaginary parts of K1212 (solid
line, filled triangles) and K1221 (dashed line, open triangles).
In each panel the MJ based results are given in solid and
dashed green lines, and the exact QUAPI results are given in
filled and open black triangles.

The Kondo parameter ⇤ controls the strength of the cou-
pling between subsystem and the bath, and the cuto⇤ fre-
quency ⌥c sets the primary time-scale for the bath evolu-
tion. Here we invoke initial conditions where the subsys-
tem population all starts in diabatic state 1 and the bath
positions and momenta correspond to their equilibrium
distribution in isolation. These conditions correspond to
situations where the initial preparation of the subsystem
occurs quickly on the time-scale of the bath relaxation,
which is typically the case in photoexcited processes.
The Wigner transform of the equilibrium density for

the isolated bath is

⇧eqb,W (X) =
⌦

j

tanh(�⌥j/2)

⌅

⇤ exp

⌥
�2 tanh(�⌥j/2)

⌥j

⇧
P 2
j

2Mj
+

Mj⌥2
j

2
R2

j

⌃�
,

(40)

which is used for sampling the bath initial condi-
tions. The Wigner transform of the following quantities,
(⇥̂⇧̂eqb )W and (⇧̂eqb ⇥̂)W , are also required. In this particu-

lar case ⇥̂ = cjR̂j and hence the Wigner transforms can
be performed analytically [60],

�
⇥̂⇧̂eqb

⇥

W
=
�
⇧̂eqb ⇥̂
⇥⇥
W

= ⇥W ⇧eqb,W � i

2~
↵⇥W

↵R
·
↵⇧eqb,W
↵P

.

(41)
In our calculations 200 bath modes were used to represent
the continuous spectral density which, for all regimes and
approaches employed, gave results converged to graphical
accuracy.
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The quantum-classical Liouville equation o↵ers a rigorous approach to nonadiabatic quantum

dynamics based on surface hopping type trajectories. However, in practice the applicability of this

approach has been limited to short times owing to unfavorable numerical scaling. In this paper we

show that this problem can be alleviated by combining it with a formally exact generalized quantum

master equation treatment. This allows dramatic improvements in the e�ciency of the approach

in nonadiabatic regimes, making it computationally tractable to treat the quantum dynamics of

complex systems for long times. We demonstrate our approach by applying it to a model of con-
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The general form for the memory kernel, given above,

is not straightforward to evaluate since it explicitly de-

pends on the projection operator, P. An elegant solution

to this problem was presented by Shi and Geva [? ] and

involves rewriting the memory kernel using the following

relation

e�i(L�LsbP)⌧
= e�iL⌧

(2)

+i

Z ⌧

0
d⌧ 0e�iL(⌧�⌧ 0)LsbPe�i(L�LsbP)⌧ 0

.

Upon inserting this relation into (??), one finds

K(⌧) = K1(⌧) + i

Z ⌧

0
d⌧ 0K1(⌧ � ⌧ 0)K2(⌧), (3)

where

K1(⌧) = Trb{Lsbe
�iL⌧Lsb⇢̂

eq
b }, (4)

and

K2(⌧) = Trb{e�i(L�LsbP)⌧ ⇢̂eqb }. (5)

Another insertion of Eq.(??) into the Eq.(??) above

yields

K2(⌧) = K3(⌧) + i

Z ⌧

0
d⌧ 0K3(⌧ � ⌧ 0)K2(⌧), (6)

where

K3(⌧) = Trb{e�iL⌧Lsb⇢̂
eq
b }. (7)

Using this approach the full memory kernel, K, required

to propagate the subsystem RDM, can be constructed

via direct simulation of the unprojected dynamics. From

these simulations one can generate the partial memory

kernels K1 and K3 which can then be used to obtain K,

by solving Eqs. (??) and (??).

The matrix elements of K1 and K3, in any basis which

spans the subsystem Hilbert space, are given by
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where 1̂b is the unit operator for the bath. In the above

two expressions the Einstein summation convention is

used.

The above expressions for the matrix elements of the

partial memory kernels, K1 and K3, contain correlation

functions of the following form,

h⇤̂�̂�0↵0

↵� (⌧)ieq = Tr
⇣
|�i⇢̂eqb ⇤̂h�0|eiL⌧/~|↵0i�̂h↵|
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, (10)

where we have used �̂ to denote a general bath operator,

which in the cases outlined above is either 1̂b or ⇤̂.
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The quantum-classical Liouville equation o↵ers a rigorous approach to nonadiabatic quantum

dynamics based on surface hopping type trajectories. However, in practice the applicability of this

approach has been limited to short times owing to unfavorable numerical scaling. In this paper we

show that this problem can be alleviated by combining it with a formally exact generalized quantum

master equation treatment. This allows dramatic improvements in the e�ciency of the approach

in nonadiabatic regimes, making it computationally tractable to treat the quantum dynamics of

complex systems for long times. We demonstrate our approach by applying it to a model of con-

densed phase charge transfer where our method is shown to be numerically exact in regimes where

fewest-switches surface hopping and mean field approaches fail to obtain the either the correct rates

or long-time populations.
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I. PRELIMINARIES

In this set of notes we will outline the calculation of the memory kernel for the generalized quantum master equation
developed by Shi and Geva.

Consider a quantum-mechanical system with a Hamiltonian of the following form,

Ĥ = Ĥs + Ĥb + Ĥsb (1)

where the subscripts {s, b, sb} refer to the subsystem of interest, a set of degrees of freedom which will be referred
to as the bath, and the coupling between the subsystem and bath, respectively. In addition, it is assumed that the
coupling part of the Hamiltionian, Ĥsb has the following product form,

Ĥsb = F̂s ⌦ ⇤̂b, (2)

where F̂s is a pure subsystem operator, and ⇤̂b is a pure bath operator.
We will be interested primarily in the time-evolution of the subsystem density, ⇢̂s(t),

⇢̂s(t) = Trb⇢̂(t), (3)

where ⇢̂(t) is the density operator for the entire system, and Trb indicates the partial trace taken over the bath degrees
of freedom.

We will also assume that the initial state of the system can be factorized in the following manner,

⇢̂(t = 0) = ⇢̂s(0)⌦ ⇢̂
eq
b , (4)

where

⇢̂
eq
b =

exp(��Ĥb)

Trb[exp(��Ĥb)]
(5)

is the density operator for the free bath in thermal equilibrium.
A final assumption is that the thermal average of the bath part of the coupling Hamiltonian vanishes, i.e.

Trb[exp(��Ĥb)⇤̂b] = h⇤̂bi0eq = 0. (6)

Given these assumptions one may proceed to describe the reduced dynamics of the subsystem degrees of freedom
using the formally exact Nakajima-Zwanzig GQME,

d

dt
⇢̂s(t) = � i

~Ls⇢̂s(t)�
Z t

0
d⌧K(⌧)⇢̂s(t� ⌧). (7)

In the previous expression we have made use of the subsystem Liouville operator, Ls = [Ĥs, ·], and K(⌧) is the
memory kernel, which is explicitly given by,

K(⌧) =
1

~2Trb{Lsb exp(�iQL⌧/~)QLsb⇢̂
eq
b }. (8)

Here we have introduced the projection operator Q = 1� P, where P = ⇢̂
eq
b ⌦ Trb(·).

Following the work of Shi and Geva, the above memory kernel can be rewritten using the following set of relations:

K(⌧) = K1(⌧) + i

Z ⌧

0
d⌧

0K1(⌧ � ⌧
0)K2(⌧), (9)

K2(⌧) = K3(⌧) + i

Z ⌧

0
d⌧

0K3(⌧ � ⌧
0)K2(⌧), (10)

Spin Boson 
Hamiltonian: 

Characterized by timescale: ωc 
Adiabatic: ωc/Δ << 1  

Non adiabatic: ωc/Δ >> 1  
124112-2 H. Wang and M. Thoss J. Chem. Phys. 146, 124112 (2017)

but this may not always work. First, it is usually not possible
to map the initial condition exactly between the original and
the transformed coordinate systems. A factorized initial state
in the original quadratic system is a sum of many configura-
tions in the normal coordinates. This makes it computationally
unfeasible if one is interested in transient dynamics. Second,
there may be some restrictions in a static transformation. For
instance, a simple nonlinear term in the original coordinate
system may become very complicated in normal coordinates.

In a previous paper, we discussed the use of an appro-
priate interaction picture to remove the artificial correlation
effects and the implementation of this approach within the
framework of the ML-MCTDH theory.29 This is achieved
by a time-dependent unitary transformation, which does not
change the initial condition nor the transient dynamics. We
illustrated our method by applications to a vibrationally cou-
pled electron transport model. In this paper, we apply this
strategy to study the dynamics of the spin-boson model in
the reaction coordinate representation. Compared to a previ-
ous application of the ML-MCTDH method to this model,30

employing an interaction picture allows us to go to very
strong coupling regimes and demonstrates the potential of the
method.

The remaining part of the paper is organized as follows.
Section II outlines the model and the implementation of the
interaction picture in the ML-MCTDH theory. Section III illus-
trates the performance of our approach by numerical examples.
Section IV concludes with a summary.

II. MODEL AND IMPLEMENTATION OF THE THEORY
A. The spin-boson model in reaction-coordinate
representation

We consider the reaction-coordinate representation of the
spin-boson model, which represents one of the most widely
studied models of dissipative dynamics in the condensed
phase.11,31–33 Frequently used for studying electron transfer
(ET) reactions in the condensed phase, the model contains two
electronic states, one reaction coordinate s coupled to both the
electronic states and a bath of harmonic oscillators {q}. The
Hamiltonian reads

Ĥ =

2666664
✏1 �

� ✏2

3777775
+
2666664

2
1

2!2
s

0

0
2

2
2!2

s
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1 0

0 2

3777775
s

+
1
2

(p2
s

+ !2
s
s

2) +
1
2

NX

j=1

2666664
p

2
j

+ !2
j
*
,qj +

cj

!2
j

s+-
23777775

, (2.1)

where s denotes the mass-weighted reaction coordinate with
conjugate momentum ps and vibrational frequency !s. The
reaction coordinate is bilinearly coupled to a bath of harmonic
oscillators, described by N modes with coordinates qj and cor-
responding momenta pj. The parameters 1 and 2 describe
the intra-system electronic-vibrational coupling. In the elec-
tron transfer (ET) theory, this coupling is usually specified by
the reorganization energy of the ET reaction,

Er =
(1 � 2)2

2!2
s

. (2.2)

For the same reorganization energy, i.e., the same |1 � 2 |,
different i’s describe different equilibrium geometries of the
donor/acceptor states.

The frequencies !j and coupling constants cj of the bath
modes to the reaction coordinate are modeled by a spectral
density function,32,33

J(!) =
⇡

2

X

j

c
2
j

!j

�(! � !j). (2.3)

In this paper, the spectral density is chosen in Ohmic form with
an exponential cutoff

JO(!) = ⌘!e
�!/!c , (2.4)

where ⌘ is the coupling strength and !c is the characteristic
frequency of the bath.

It is noted that the reaction-coordinate representation,
used here for the spin-boson model, is a general strategy
to model condensed phase dynamics within a system-bath
description.31,33–35 In this approach, a partitioning of the over-
all problem is performed. One (or few) particularly impor-
tant or strongly coupled reaction mode(s) is selected and the
remaining part constitutes the bath. In the present context of
the spin-boson model, the reaction mode is defined by the
mode, which couples directly to the electronic states (see
Appendix A). While this strategy has been used in the context
of approximate methods that treat the bath at a lower level, such
as Redfield theory,30 it can also be very useful in the context of
a numerically exact method such as ML-MCTDH to improve
the efficiency of the method. The reaction mode strategy can
also be generalized to provide a hierarchical representation of
system-bath models.34,35

B. Employing an interaction picture in the simulation

In the interaction picture, the overall Hamiltonian Ĥ is
separated into two parts,

Ĥ = Ĥ0 + Ĥ
0. (2.5)

The Schrödinger equation is modified as (atomic units are
used, where ~ = 1)

i
@

@t
| I (t)i = ĤI (t)| I (t)i, (2.6)

where
ĤI (t) = Û

†
0 (t)Ĥ 0Û0(t), (2.7a)

i
@

@t
Û0(t) = Ĥ0Û0(t). (2.7b)

In situations where Ĥ0 is time-independent, Û0(t) can be
formally written as e

�iĤ0t .
The Dirac-Frenkel variational principle is applied in the

usual way to derive the equations of motion within the ML-
MCTDH theory,

h� I (t)|
 
i
@

@t
� ĤI (t)

!
| I (t)i = 0, (2.8)

where | I (t)i is in the form of (1.1) and the equations of motion
have been given previously.1,14,21,22 In order to apply the
ML-MCTDH method in practice, a suitable zeroth-order
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re(X , t) = Tr0r̂W (X , t), r̂s(t) =
Z

dX r̂W (X , t), (35)

which are normalized so that
R

dX re(X , t) = 1 and Tr0r̂s(t) = 1. We also define
the correlation density operator r̂cor(X , t) by r̂W (X , t) ¥ r̂s(t)re(X , t)+ r̂cor(X , t).
Given that the density operator satisfies the normalization Tr0

R
dX rW (X , t) = 1, we

have Tr0
R

dX rcor(X , t) = 0.
If we substitute the above expression for r̂W (X , t) into the quantum-classical

Liouville equation we find

r̂s(t)
∂re(X , t)

∂ t
+re(X , t)

∂ r̂s(t)
∂ t

+
∂ r̂cor(X , t)

∂ t
=

°iL̂ r̂s(t)re(X , t)° iL̂ r̂cor(X , t). (36)

To obtain the mean field equations, we make the assumption that all terms in this
equation containing r̂cor(X , t) can be neglected. Then, integration over X and use of
the normalization conditions yields

∂ r̂s(t)
∂ t

=° i

h̄

h
Ĥs +

Z
dX V̂cre(X , t), r̂s(t)

i
, (37)

while the trace over the quantum degrees of freedom gives

∂re(X , t)
∂ t

=
n

He +Tr0V̂cr̂s(t),re(X , t)
o

=
n

Heff,re(X , t)
o

, (38)

where Heff = P
2/2M +Veff(R) and the effective potential is defined as Veff(R) =

Ve(R)+Tr0V̂cr̂s(t). This equation can be solved in terms of characteristics. The den-
sity function takes the form re(X , t) = d (X °X(t)), where X(t) = (R(t),P(t)) sat-
isfy Newtonian equations of motion,

Ṙ(t) =
P(t)
M

, Ṗ(t) =°∂Veff(R(t))
∂R(t)

. (39)

Using re(X , t) = d (X °X(t)), we may write
Z

dX V̂c(R)re(X , t) = V̂c(R(t)). (40)

As a result, Eq. (37) is equivalent to the pair of Schrödinger equations,

ih̄
∂ |y(R(t), t)i

∂ t
=

≥
Ĥs +V̂c(R(t))

¥
|y(R(t), t)i, (41)

and its adjoint. Equations (39) and (41) are the standard mean field equations of
motion for a mixed quantum-classical system.

Thus, we see that in order to obtain the mean field equations of motion, the den-
sity matrix of the entire system is assumed to factor into a product of subsystem and
environmental contributions with neglect of correlations. The quantum dynamics
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and its adjoint. Equations (39) and (41) are the standard mean field equations of
motion for a mixed quantum-classical system.

Thus, we see that in order to obtain the mean field equations of motion, the den-
sity matrix of the entire system is assumed to factor into a product of subsystem and
environmental contributions with neglect of correlations. The quantum dynamics
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FIG. 1. Cartoon of the nonequilibrium spin-boson model.
The ground and excited states of the junction-bound molecule
are labelled |gi and |ei, and are coupled to both the left and
right thermal baths, with coupling strengths ⇠L and ⇠R re-
spectively.

in a standard system-bath form,

Ĥ = Ĥs + Ĥb + Ĥsb. (1)

where Ĥs describes the two-level subsystem,

Ĥs =
✏

2
�̂z +

�

2
�̂x, (2)

and ✏ and � are related to the coupling between the
two vibrational states of the molecule, and their energy
di↵erence, respectively.

The Hamiltonian operator for the environment in-
cludes both the left and right baths, written using mass-
weighted coordinate and momenta operators is

Ĥb =
1

2

X

�=L,R

X

k

h
P̂ 2
�,k + !2

�,kQ̂
2
�,k

i
. (3)

The molecular subsystem is bilinearly coupled to each
bath,

Ĥsb =
X

�=L,R

X

k

c�,kQ̂�,k�̂z. (4)

This coupling is characterized by a spectral density func-
tion,

g�(!) =
⇡

2

X

k

c2�,k
!�,k

�(! � !�,k), (5)

and, as is common in the literature,14,16,33,34 we choose
the Ohmic form in this study.

g�(!) =
⇡

2
⇠�! exp(�!/!c,�). (6)

Here the Kondo parameter, ⇠�, is a measure of the
system-bath coupling strength at the �th contact, and
!c,� is the inverse of the corresponding characteristic
timescale of each bath. In this study the right and left
bath spectral densities are chosen to be identical, i.e.
⇠L = ⇠R = ⇠, and !c,L = !c,R = !c, such that the
baths only di↵er in terms of their temperature.

B. Mean Field Theory

The multi-trajectory Ehrenfest mean field theory
(MFT) can be derived in a straightforward manner, via
the quantum-classical Liouville (QCL) equation.40,41 The
QCL equation of motion for the density matrix is for-
mally exact for an arbitrary quantum mechanical system
that is bilinearly coupled to a harmonic environment, as
is the case for the NESB problem, and many other quan-
tum impurity models. Written in a compact form, the
QCL equation is

@

@t
⇢̂W (X, t) = �iL⇢̂W (X, t). (7)

The QCLE describes the time evolution of ⇢̂W (X, t), the
partial Wigner transform of the density operator taken
over the coordinates of the Nb bath degrees of freedom,
which are represented by continuous phase space vari-
ables X = (R,P ) = (R1, R2, ..., RNb , P1, P2, ..., PNb).
The partial Wigner transform of the density operator,
⇢̂, is defined as

⇢̂W (R,P ) =
1
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dZeiP ·ZhR� Z
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The QCL operator is defined as

iL· = i

~ [ĤW , ·]� 1

2
({ĤW , ·}� {·, ĤW }), (9)

where [·, ·] is the commutator, and {·, ·} is the Poisson
bracket in the phase space of the environmental variables.
The Ehrenfest MFT equations of motion are obtained
by requiring that the total density of the system can be
written as an uncorrelated product of the system and
bath reduced densities at all times,

⇢̂W (X, t) = ⇢̂s(t)⇢b,W (X, t), (10)

where the reduced density matrix of the system is

⇢̂s(t) = Trb
⇣
⇢̂(t)

⌘
=

Z
dX ⇢̂W (X, t), (11)

and the bath density is ⇢b(X, t) = Trs(⇢̂W (X, t)). Re-
quiring solutions to the QCL equation of this form yields
the Ehrenfest MFT equations of motion for the subsys-
tem:

d

dt
⇢̂s(t) = �i

h
Ĥs + Ĥsb,W (X(t)), ⇢̂s(t)

i
. (12)

The evolution of the reduced Wigner density of the bath
can be represented by an ensemble of multiple indepen-
dent trajectories, ⇢b,W (X, t) =

P
j �(Xj � X(t)), that

evolve according to a set e↵ective Hamilton’s equations
of motion generated from the mean-field e↵ective Hamil-
tonian,
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that is bilinearly coupled to a harmonic environment, as
is the case for the NESB problem, and many other quan-
tum impurity models. Written in a compact form, the
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Ĥs + Ĥsb,W (X(t)), ⇢̂s(t)

i
. (12)

The evolution of the reduced Wigner density of the bath
can be represented by an ensemble of multiple indepen-
dent trajectories, ⇢b,W (X, t) =

P
j �(Xj � X(t)), that

evolve according to a set e↵ective Hamilton’s equations
of motion generated from the mean-field e↵ective Hamil-
tonian,

@R↵

@t
=

@HEff
b,W

@P↵
,

@P↵

@t
= �

@HEff
b,W

@R↵
. (13)

4

0 200 400 600 800 1000
 Δ  [ cm-1 ]

0

0.02

0.04

0.06

0.08

J 
[ c

m
-1

 fs
-1

 ]

Redfield
NEGF+Redfield
MFT
ML-MCTDH

ωc = 400 cm-1, ξ = 0.5, TL = 100 K, TR = 150 K
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16.
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FIG. 4. NESS heat current versus the total reorganization
energy, for !c/� = 4/3. Exact and NEGF results are taken
from Ref. 33.

ment across the full parameter range.
Next, in Fig. 4, the NESS heat current is shown as

a function of the system-bath coupling strength, which
is related to the vibrational reorganization energy of the
molecular junction, ER = !c⇠

2 . Both the Redfield and
NEGF-based theories fail to capture the correct turnover
behaviour for the heat current, while the MFT results
nicely reproduce the exact trend. The MFT result con-
sistently underestimates the total heat current through
the intermediate coupling regimes, but the qualitative
agreement with the ML-MCTDH benchmark from weak
to strong coupling is impressive, and overall is a signifi-
cant improvement over the other approaches.

A strongly nonadiabatic regime is depicted in Figure
5, with !c/� = 10. In this regime the MFT approach
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for !c/� = 10. NIBA and xNIBA results are taken from Ref.
34.
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FIG. 6. NESS heat current versus the reorganization energy,
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33.

is compared with the non-interacting blip approximation
(NIBA) and it’s extension (xNIBA), which is expected
to be more accurate.34 Again we see very good agree-
ment between the theories, across the entire parameter
regime, with MFT and xNIBA showing a very similar
shape, especially in the strong coupling regime.
In Fig. 6, the NESS heat current is investigated in

another rather challenging scenario; a low-temperature
system with a sizeable temperature gradient, and strong
vibrational coupling, tuning between weak to strong
system-bath coupling regimes. Overall, we see that the
MFT approach emerges as a rather accurate approxi-
mate approach. Figure 7 shows the behaviour of the
heat current through the junction as a function of the
average temperature of the the two baths, at a fixed tem-
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Ĥs + Ĥsb,W (X(t)), ⇢̂s(t)

i
. (12)

The evolution of the reduced Wigner density of the bath
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FIG. 1. Cartoon of the nonequilibrium spin-boson model.
The ground and excited states of the junction-bound molecule
are labelled |gi and |ei, and are coupled to both the left and
right thermal baths, with coupling strengths ⇠L and ⇠R re-
spectively.

in a standard system-bath form,

Ĥ = Ĥs + Ĥb + Ĥsb. (1)

where Ĥs describes the two-level subsystem,

Ĥs =
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and ✏ and � are related to the coupling between the
two vibrational states of the molecule, and their energy
di↵erence, respectively.

The Hamiltonian operator for the environment in-
cludes both the left and right baths, written using mass-
weighted coordinate and momenta operators is
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and, as is common in the literature,14,16,33,34 we choose
the Ohmic form in this study.
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⇡
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⇠�! exp(�!/!c,�). (6)

Here the Kondo parameter, ⇠�, is a measure of the
system-bath coupling strength at the �th contact, and
!c,� is the inverse of the corresponding characteristic
timescale of each bath. In this study the right and left
bath spectral densities are chosen to be identical, i.e.
⇠L = ⇠R = ⇠, and !c,L = !c,R = !c, such that the
baths only di↵er in terms of their temperature.

B. Mean Field Theory

The multi-trajectory Ehrenfest mean field theory
(MFT) can be derived in a straightforward manner, via
the quantum-classical Liouville (QCL) equation.40,41 The
QCL equation of motion for the density matrix is for-
mally exact for an arbitrary quantum mechanical system
that is bilinearly coupled to a harmonic environment, as
is the case for the NESB problem, and many other quan-
tum impurity models. Written in a compact form, the
QCL equation is
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quiring solutions to the QCL equation of this form yields
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tem:
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The evolution of the reduced Wigner density of the bath
can be represented by an ensemble of multiple indepen-
dent trajectories, ⇢b,W (X, t) =

P
j �(Xj � X(t)), that

evolve according to a set e↵ective Hamilton’s equations
of motion generated from the mean-field e↵ective Hamil-
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FIG. 3. NESS heat current versus the vibrational splitting of
the two level system, �. Exact results are taken from Ref.
16.
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FIG. 4. NESS heat current versus the total reorganization
energy, for !c/� = 4/3. Exact and NEGF results are taken
from Ref. 33.

ment across the full parameter range.
Next, in Fig. 4, the NESS heat current is shown as

a function of the system-bath coupling strength, which
is related to the vibrational reorganization energy of the
molecular junction, ER = !c⇠

2 . Both the Redfield and
NEGF-based theories fail to capture the correct turnover
behaviour for the heat current, while the MFT results
nicely reproduce the exact trend. The MFT result con-
sistently underestimates the total heat current through
the intermediate coupling regimes, but the qualitative
agreement with the ML-MCTDH benchmark from weak
to strong coupling is impressive, and overall is a signifi-
cant improvement over the other approaches.

A strongly nonadiabatic regime is depicted in Figure
5, with !c/� = 10. In this regime the MFT approach
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FIG. 5. NESS heat current versus the reorganization energy,
for !c/� = 10. NIBA and xNIBA results are taken from Ref.
34.
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FIG. 6. NESS heat current versus the reorganization energy,
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is compared with the non-interacting blip approximation
(NIBA) and it’s extension (xNIBA), which is expected
to be more accurate.34 Again we see very good agree-
ment between the theories, across the entire parameter
regime, with MFT and xNIBA showing a very similar
shape, especially in the strong coupling regime.
In Fig. 6, the NESS heat current is investigated in

another rather challenging scenario; a low-temperature
system with a sizeable temperature gradient, and strong
vibrational coupling, tuning between weak to strong
system-bath coupling regimes. Overall, we see that the
MFT approach emerges as a rather accurate approxi-
mate approach. Figure 7 shows the behaviour of the
heat current through the junction as a function of the
average temperature of the the two baths, at a fixed tem-
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FIG. 1. Cartoon of the nonequilibrium spin-boson model.
The ground and excited states of the junction-bound molecule
are labelled |gi and |ei, and are coupled to both the left and
right thermal baths, with coupling strengths ⇠L and ⇠R re-
spectively.

in a standard system-bath form,

Ĥ = Ĥs + Ĥb + Ĥsb. (1)

where Ĥs describes the two-level subsystem,

Ĥs =
✏

2
�̂z +
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2
�̂x, (2)

and ✏ and � are related to the coupling between the
two vibrational states of the molecule, and their energy
di↵erence, respectively.

The Hamiltonian operator for the environment in-
cludes both the left and right baths, written using mass-
weighted coordinate and momenta operators is

Ĥb =
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bath,
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This coupling is characterized by a spectral density func-
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and, as is common in the literature,14,16,33,34 we choose
the Ohmic form in this study.

g�(!) =
⇡

2
⇠�! exp(�!/!c,�). (6)

Here the Kondo parameter, ⇠�, is a measure of the
system-bath coupling strength at the �th contact, and
!c,� is the inverse of the corresponding characteristic
timescale of each bath. In this study the right and left
bath spectral densities are chosen to be identical, i.e.
⇠L = ⇠R = ⇠, and !c,L = !c,R = !c, such that the
baths only di↵er in terms of their temperature.

B. Mean Field Theory

The multi-trajectory Ehrenfest mean field theory
(MFT) can be derived in a straightforward manner, via
the quantum-classical Liouville (QCL) equation.40,41 The
QCL equation of motion for the density matrix is for-
mally exact for an arbitrary quantum mechanical system
that is bilinearly coupled to a harmonic environment, as
is the case for the NESB problem, and many other quan-
tum impurity models. Written in a compact form, the
QCL equation is
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⇢̂W (X, t) = �iL⇢̂W (X, t). (7)

The QCLE describes the time evolution of ⇢̂W (X, t), the
partial Wigner transform of the density operator taken
over the coordinates of the Nb bath degrees of freedom,
which are represented by continuous phase space vari-
ables X = (R,P ) = (R1, R2, ..., RNb , P1, P2, ..., PNb).
The partial Wigner transform of the density operator,
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where [·, ·] is the commutator, and {·, ·} is the Poisson
bracket in the phase space of the environmental variables.
The Ehrenfest MFT equations of motion are obtained
by requiring that the total density of the system can be
written as an uncorrelated product of the system and
bath reduced densities at all times,

⇢̂W (X, t) = ⇢̂s(t)⇢b,W (X, t), (10)

where the reduced density matrix of the system is

⇢̂s(t) = Trb
⇣
⇢̂(t)

⌘
=
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dX ⇢̂W (X, t), (11)

and the bath density is ⇢b(X, t) = Trs(⇢̂W (X, t)). Re-
quiring solutions to the QCL equation of this form yields
the Ehrenfest MFT equations of motion for the subsys-
tem:

d

dt
⇢̂s(t) = �i
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Ĥs + Ĥsb,W (X(t)), ⇢̂s(t)
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. (12)

The evolution of the reduced Wigner density of the bath
can be represented by an ensemble of multiple indepen-
dent trajectories, ⇢b,W (X, t) =

P
j �(Xj � X(t)), that

evolve according to a set e↵ective Hamilton’s equations
of motion generated from the mean-field e↵ective Hamil-
tonian,
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FIG. 1. Cartoon of the nonequilibrium spin-boson model.
The ground and excited states of the junction-bound molecule
are labelled |gi and |ei, and are coupled to both the left and
right thermal baths, with coupling strengths ⇠L and ⇠R re-
spectively.

in a standard system-bath form,

Ĥ = Ĥs + Ĥb + Ĥsb. (1)

where Ĥs describes the two-level subsystem,

Ĥs =
✏

2
�̂z +
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2
�̂x, (2)

and ✏ and � are related to the coupling between the
two vibrational states of the molecule, and their energy
di↵erence, respectively.

The Hamiltonian operator for the environment in-
cludes both the left and right baths, written using mass-
weighted coordinate and momenta operators is

Ĥb =
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and, as is common in the literature,14,16,33,34 we choose
the Ohmic form in this study.
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⇡
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⇠�! exp(�!/!c,�). (6)

Here the Kondo parameter, ⇠�, is a measure of the
system-bath coupling strength at the �th contact, and
!c,� is the inverse of the corresponding characteristic
timescale of each bath. In this study the right and left
bath spectral densities are chosen to be identical, i.e.
⇠L = ⇠R = ⇠, and !c,L = !c,R = !c, such that the
baths only di↵er in terms of their temperature.

B. Mean Field Theory

The multi-trajectory Ehrenfest mean field theory
(MFT) can be derived in a straightforward manner, via
the quantum-classical Liouville (QCL) equation.40,41 The
QCL equation of motion for the density matrix is for-
mally exact for an arbitrary quantum mechanical system
that is bilinearly coupled to a harmonic environment, as
is the case for the NESB problem, and many other quan-
tum impurity models. Written in a compact form, the
QCL equation is
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The QCLE describes the time evolution of ⇢̂W (X, t), the
partial Wigner transform of the density operator taken
over the coordinates of the Nb bath degrees of freedom,
which are represented by continuous phase space vari-
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The partial Wigner transform of the density operator,
⇢̂, is defined as

⇢̂W (R,P ) =
1

(2⇡~)Nb

Z
dZeiP ·ZhR� Z

2
|⇢̂|R+

Z

2
i.(8)

The QCL operator is defined as

iL· = i
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where [·, ·] is the commutator, and {·, ·} is the Poisson
bracket in the phase space of the environmental variables.
The Ehrenfest MFT equations of motion are obtained
by requiring that the total density of the system can be
written as an uncorrelated product of the system and
bath reduced densities at all times,

⇢̂W (X, t) = ⇢̂s(t)⇢b,W (X, t), (10)

where the reduced density matrix of the system is
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=
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and the bath density is ⇢b(X, t) = Trs(⇢̂W (X, t)). Re-
quiring solutions to the QCL equation of this form yields
the Ehrenfest MFT equations of motion for the subsys-
tem:
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The evolution of the reduced Wigner density of the bath
can be represented by an ensemble of multiple indepen-
dent trajectories, ⇢b,W (X, t) =
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j �(Xj � X(t)), that

evolve according to a set e↵ective Hamilton’s equations
of motion generated from the mean-field e↵ective Hamil-
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FIG. 3. Time-evolution of the average field intensity for the
one-photon emission process, at four di↵erent time snapshots:
(a) t = 100 a.u., (b) t = 600 a.u., (c) t = 1200 a.u., (d)
t = 2100 a.u.. (e) Zoom-in of the polariton-peak at the atomic
position. Exact simulation results (black) and MTEF dynam-
ics (green).

FIG. 4. Time evolution of the atomic state populations
(top panel), and the total photon number (bottom panel).
Top panel: Solid lines represent the atomic ground state, and
dashed lines represent the excited state. Both panels: Exact
simulation results (black) and MTEF (green).

process extremely accurately, as well as the wavepacket

propagation through the cavity. However, MTEF dy-

namics fails to reproduce the interference phenomena in

the field due to re-emission. We do note, however, that

the MTEF simulations are capable of describing the re-

maining field intensity at the atomic position (e.g panel

(e) of Fig. 3). This feature corresponds to a bound

FIG. 5. Second order correlation function for the photon field,
g2(r1, r2, t) for the two-level model, plotted at four time snap-
shots: (a) t = 100 a.u., (b) t = 600 a.u., (c) t = 1200 a.u., (d)
t = 2100 a.u.. Exact (left panels), and MTEF (right panels).

electron-photon state, or polariton, which is an emergent

hybrid state of the correlated light-matter system.

We also plot the excited state population of the atomic

system, and the average value of the photon number

for the field, in Fig. 4. Again, MTEF is able to cap-

ture the qualitative behaviour of both of these quantities

very nicely. However, it fails to quantitatively reproduce

the correct values for the emitted photon number and

atomic population transfer, as these quantities are un-

derestimated. Furthermore, as a result of this loss in

accuracy, only a part of the subsequent re-excitation and

re-emission processes are captured.

In Fig. 5 we investigate the normalized second order

correlation function, g2(r1, r2, t) for the cavity photon

field. The unperturbed vacuum state, which is coherent,

corresponds to g2(r1, r2, t) = 1, given by the black back-

ground seen in Fig. 5. The vacuum state is disturbed by

the emitted wavepacket, corresponding to anti-bunched

light with g2(r1, r2, t) < 1. The simplicity of the one-
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FIG. 1. Cartoon of the nonequilibrium spin-boson model.
The ground and excited states of the junction-bound molecule
are labelled |gi and |ei, and are coupled to both the left and
right thermal baths, with coupling strengths ⇠L and ⇠R re-
spectively.

in a standard system-bath form,

Ĥ = Ĥs + Ĥb + Ĥsb. (1)

where Ĥs describes the two-level subsystem,

Ĥs =
✏

2
�̂z +
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2
�̂x, (2)

and ✏ and � are related to the coupling between the
two vibrational states of the molecule, and their energy
di↵erence, respectively.

The Hamiltonian operator for the environment in-
cludes both the left and right baths, written using mass-
weighted coordinate and momenta operators is

Ĥb =
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The molecular subsystem is bilinearly coupled to each
bath,
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This coupling is characterized by a spectral density func-
tion,

g�(!) =
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and, as is common in the literature,14,16,33,34 we choose
the Ohmic form in this study.
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⇡
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⇠�! exp(�!/!c,�). (6)

Here the Kondo parameter, ⇠�, is a measure of the
system-bath coupling strength at the �th contact, and
!c,� is the inverse of the corresponding characteristic
timescale of each bath. In this study the right and left
bath spectral densities are chosen to be identical, i.e.
⇠L = ⇠R = ⇠, and !c,L = !c,R = !c, such that the
baths only di↵er in terms of their temperature.

B. Mean Field Theory

The multi-trajectory Ehrenfest mean field theory
(MFT) can be derived in a straightforward manner, via
the quantum-classical Liouville (QCL) equation.40,41 The
QCL equation of motion for the density matrix is for-
mally exact for an arbitrary quantum mechanical system
that is bilinearly coupled to a harmonic environment, as
is the case for the NESB problem, and many other quan-
tum impurity models. Written in a compact form, the
QCL equation is
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⇢̂W (X, t) = �iL⇢̂W (X, t). (7)

The QCLE describes the time evolution of ⇢̂W (X, t), the
partial Wigner transform of the density operator taken
over the coordinates of the Nb bath degrees of freedom,
which are represented by continuous phase space vari-
ables X = (R,P ) = (R1, R2, ..., RNb , P1, P2, ..., PNb).
The partial Wigner transform of the density operator,
⇢̂, is defined as
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where [·, ·] is the commutator, and {·, ·} is the Poisson
bracket in the phase space of the environmental variables.
The Ehrenfest MFT equations of motion are obtained
by requiring that the total density of the system can be
written as an uncorrelated product of the system and
bath reduced densities at all times,

⇢̂W (X, t) = ⇢̂s(t)⇢b,W (X, t), (10)

where the reduced density matrix of the system is

⇢̂s(t) = Trb
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⌘
=

Z
dX ⇢̂W (X, t), (11)

and the bath density is ⇢b(X, t) = Trs(⇢̂W (X, t)). Re-
quiring solutions to the QCL equation of this form yields
the Ehrenfest MFT equations of motion for the subsys-
tem:
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The evolution of the reduced Wigner density of the bath
can be represented by an ensemble of multiple indepen-
dent trajectories, ⇢b,W (X, t) =

P
j �(Xj � X(t)), that

evolve according to a set e↵ective Hamilton’s equations
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FIG. 3. Time-evolution of the average field intensity for the
one-photon emission process, at four di↵erent time snapshots:
(a) t = 100 a.u., (b) t = 600 a.u., (c) t = 1200 a.u., (d)
t = 2100 a.u.. (e) Zoom-in of the polariton-peak at the atomic
position. Exact simulation results (black) and MTEF dynam-
ics (green).
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FIG. 4. Time evolution of the atomic state populations
(top panel), and the total photon number (bottom panel).
Top panel: Solid lines represent the atomic ground state, and
dashed lines represent the excited state. Both panels: Exact
simulation results (black) and MTEF (green).

process extremely accurately, as well as the wavepacket

propagation through the cavity. However, MTEF dy-

namics fails to reproduce the interference phenomena in

the field due to re-emission. We do note, however, that

the MTEF simulations are capable of describing the re-

maining field intensity at the atomic position (e.g panel

(e) of Fig. 3). This feature corresponds to a bound

FIG. 5. Second order correlation function for the photon field,
g2(r1, r2, t) for the two-level model, plotted at four time snap-
shots: (a) t = 100 a.u., (b) t = 600 a.u., (c) t = 1200 a.u., (d)
t = 2100 a.u.. Exact (left panels), and MTEF (right panels).

electron-photon state, or polariton, which is an emergent

hybrid state of the correlated light-matter system.

We also plot the excited state population of the atomic

system, and the average value of the photon number

for the field, in Fig. 4. Again, MTEF is able to cap-

ture the qualitative behaviour of both of these quantities

very nicely. However, it fails to quantitatively reproduce

the correct values for the emitted photon number and

atomic population transfer, as these quantities are un-

derestimated. Furthermore, as a result of this loss in

accuracy, only a part of the subsequent re-excitation and

re-emission processes are captured.

In Fig. 5 we investigate the normalized second order

correlation function, g2(r1, r2, t) for the cavity photon

field. The unperturbed vacuum state, which is coherent,

corresponds to g2(r1, r2, t) = 1, given by the black back-

ground seen in Fig. 5. The vacuum state is disturbed by

the emitted wavepacket, corresponding to anti-bunched

light with g2(r1, r2, t) < 1. The simplicity of the one-
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FIG. 1. Cartoon of the nonequilibrium spin-boson model.
The ground and excited states of the junction-bound molecule
are labelled |gi and |ei, and are coupled to both the left and
right thermal baths, with coupling strengths ⇠L and ⇠R re-
spectively.

in a standard system-bath form,

Ĥ = Ĥs + Ĥb + Ĥsb. (1)

where Ĥs describes the two-level subsystem,

Ĥs =
✏

2
�̂z +

�

2
�̂x, (2)

and ✏ and � are related to the coupling between the
two vibrational states of the molecule, and their energy
di↵erence, respectively.

The Hamiltonian operator for the environment in-
cludes both the left and right baths, written using mass-
weighted coordinate and momenta operators is

Ĥb =
1

2

X

�=L,R

X

k

h
P̂ 2
�,k + !2

�,kQ̂
2
�,k

i
. (3)

The molecular subsystem is bilinearly coupled to each
bath,

Ĥsb =
X

�=L,R

X

k

c�,kQ̂�,k�̂z. (4)

This coupling is characterized by a spectral density func-
tion,

g�(!) =
⇡

2

X

k

c2�,k
!�,k

�(! � !�,k), (5)

and, as is common in the literature,14,16,33,34 we choose
the Ohmic form in this study.

g�(!) =
⇡

2
⇠�! exp(�!/!c,�). (6)

Here the Kondo parameter, ⇠�, is a measure of the
system-bath coupling strength at the �th contact, and
!c,� is the inverse of the corresponding characteristic
timescale of each bath. In this study the right and left
bath spectral densities are chosen to be identical, i.e.
⇠L = ⇠R = ⇠, and !c,L = !c,R = !c, such that the
baths only di↵er in terms of their temperature.

B. Mean Field Theory

The multi-trajectory Ehrenfest mean field theory
(MFT) can be derived in a straightforward manner, via
the quantum-classical Liouville (QCL) equation.40,41 The
QCL equation of motion for the density matrix is for-
mally exact for an arbitrary quantum mechanical system
that is bilinearly coupled to a harmonic environment, as
is the case for the NESB problem, and many other quan-
tum impurity models. Written in a compact form, the
QCL equation is

@

@t
⇢̂W (X, t) = �iL⇢̂W (X, t). (7)

The QCLE describes the time evolution of ⇢̂W (X, t), the
partial Wigner transform of the density operator taken
over the coordinates of the Nb bath degrees of freedom,
which are represented by continuous phase space vari-
ables X = (R,P ) = (R1, R2, ..., RNb , P1, P2, ..., PNb).
The partial Wigner transform of the density operator,
⇢̂, is defined as

⇢̂W (R,P ) =
1

(2⇡~)Nb

Z
dZeiP ·ZhR� Z

2
|⇢̂|R+

Z

2
i.(8)

The QCL operator is defined as

iL· = i

~ [ĤW , ·]� 1

2
({ĤW , ·}� {·, ĤW }), (9)

where [·, ·] is the commutator, and {·, ·} is the Poisson
bracket in the phase space of the environmental variables.
The Ehrenfest MFT equations of motion are obtained
by requiring that the total density of the system can be
written as an uncorrelated product of the system and
bath reduced densities at all times,

⇢̂W (X, t) = ⇢̂s(t)⇢b,W (X, t), (10)

where the reduced density matrix of the system is

⇢̂s(t) = Trb
⇣
⇢̂(t)

⌘
=

Z
dX ⇢̂W (X, t), (11)

and the bath density is ⇢b(X, t) = Trs(⇢̂W (X, t)). Re-
quiring solutions to the QCL equation of this form yields
the Ehrenfest MFT equations of motion for the subsys-
tem:

d

dt
⇢̂s(t) = �i

h
Ĥs + Ĥsb,W (X(t)), ⇢̂s(t)

i
. (12)

The evolution of the reduced Wigner density of the bath
can be represented by an ensemble of multiple indepen-
dent trajectories, ⇢b,W (X, t) =

P
j �(Xj � X(t)), that

evolve according to a set e↵ective Hamilton’s equations
of motion generated from the mean-field e↵ective Hamil-
tonian,

@R↵

@t
=

@HEff
b,W

@P↵
,

@P↵

@t
= �

@HEff
b,W

@R↵
. (13)
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experimental techniques are beginning to allow one to probe dynamical events in
previously unexplored regimes; for example, sub-femtosecond to picosecond time
scales in condensed media. In order to describe such dynamics from both theoret-
ical and numerical points of view, one is faced with a task that becomes exponen-
tially more difficult with the number of degrees of freedom. For small systems, with
roughly ten to one hundred particles, full quantum simulations can be carried out but
at a large computational cost. In order to describe larger, more complicated systems
we are forced to make approximations to full quantum mechanics in order to obtain
dynamical information. Indeed, in some instances a full quantum mechanical treat-
ment is probably unnecessary. This is the case if one is interested in a small subset
of system degrees of freedom whose quantum mechanical character is important,
while the remainder of the system (environment) may be approximated by classical
mechanics [1, 2, 3]. For example, a decomposition of this type is appropriate for a
subsystem composed of light particles, like electrons or protons, interacting with a
solvent of heavy molecules.

In this paper we restrict our consideration of such systems to descriptions based
on quantum-classical Liouville dynamics [3]. We begin with a discussion of this
equation and its properties. The quantum-classical Liouville equation describes the
dynamics of a quantum subsystem coupled to an almost classical environment. The
term “almost” used here and in the title refers to the fact that while the environment
evolves by the classical equations of motion in the absence of coupling to the quan-
tum subsystem, in the presence of coupling a description in terms of single classical
trajectories is no longer possible. After this introduction, we outline a number of
ways one may construct numerical solutions to this equation by projecting it onto
different bases. In certain limits, making approximations, quantum-classical Liou-
ville dynamics may be reduced to some commonly-used mixed quantum-classical
approaches, in particular, mean field and surface hopping schemes, as well as the
Wigner-Liouville approach. Quantum time correlation functions, which are related
to transport properties, are then discussed. As an example, the computation of quan-
tum chemical reaction rates is described in the penultimate section. Some perspec-
tives on the work are given in conclusions.

2 Quantum-Classical Liouville Dynamics

The time evolution of a quantum mechanical system is governed by the quantum
Liouville-von Neumann equation,

∂
∂ t

r̂(t) =° i

h̄
[Ĥ, r̂(t)], (1)

where r̂(t) is the density matrix, Ĥ is the total Hamiltonian, and the square brackets
denote the commutator. Quantum-classical Liouville dynamics is an approximation
to this equation that is appropriate for situations where the full quantum system
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I. PRELIMINARIES

In this set of notes we will outline the calculation of the memory kernel for the generalized quantum master equation
developed by Shi and Geva.

Consider a quantum-mechanical system with a Hamiltonian of the following form,

Ĥ = Ĥs + Ĥb + Ĥsb (1)

where the subscripts {s, b, sb} refer to the subsystem of interest, a set of degrees of freedom which will be referred
to as the bath, and the coupling between the subsystem and bath, respectively. In addition, it is assumed that the
coupling part of the Hamiltionian, Ĥsb has the following product form,

Ĥsb = F̂s ⌦ ⇤̂b, (2)

where F̂s is a pure subsystem operator, and ⇤̂b is a pure bath operator.
We will be interested primarily in the time-evolution of the subsystem density, ⇢̂s(t),

⇢̂s(t) = Trb⇢̂(t), (3)

where ⇢̂(t) is the density operator for the entire system, and Trb indicates the partial trace taken over the bath degrees
of freedom.

We will also assume that the initial state of the system can be factorized in the following manner,

⇢̂(t = 0) = ⇢̂s(0)⌦ ⇢̂
eq
b , (4)

where

⇢̂
eq
b =

exp(��Ĥb)

Trb[exp(��Ĥb)]
(5)

is the density operator for the free bath in thermal equilibrium.
A final assumption is that the thermal average of the bath part of the coupling Hamiltonian vanishes, i.e.

Trb[exp(��Ĥb)⇤̂b] = h⇤̂bi0eq = 0. (6)

Given these assumptions one may proceed to describe the reduced dynamics of the subsystem degrees of freedom
using the formally exact Nakajima-Zwanzig GQME,

d

dt
⇢̂s(t) = � i

~Ls⇢̂s(t)�
Z t

0
d⌧K(⌧)⇢̂s(t� ⌧). (7)

In the previous expression we have made use of the subsystem Liouville operator, Ls = [Ĥs, ·], and K(⌧) is the
memory kernel, which is explicitly given by,

K(⌧) =
1

~2Trb{Lsb exp(�iQL⌧/~)QLsb⇢̂
eq
b }. (8)

Here we have introduced the projection operator Q = 1� P, where P = ⇢̂
eq
b ⌦ Trb(·).

Following the work of Shi and Geva, the above memory kernel can be rewritten using the following set of relations:

K(⌧) = K1(⌧) + i

Z ⌧

0
d⌧

0K1(⌧ � ⌧
0)K2(⌧), (9)

K2(⌧) = K3(⌧) + i

Z ⌧

0
d⌧

0K3(⌧ � ⌧
0)K2(⌧), (10)
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Trb[exp(��Ĥb)⇤̂b] = h⇤̂bi0eq = 0. (6)

Given these assumptions one may proceed to describe the reduced dynamics of the subsystem degrees of freedom
using the formally exact Nakajima-Zwanzig GQME,

d

dt
⇢̂s(t) = � i

~Ls⇢̂s(t)�
Z t

0
d⌧K(⌧)⇢̂s(t� ⌧). (7)

In the previous expression we have made use of the subsystem Liouville operator, Ls = [Ĥs, ·], and K(⌧) is the
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propagator can be written as

(eiLδ)sj−1sj
≈ Wsj−1 (t − δ, t − δ/2)(eiLδ/2)sj−1

×Msj−1sj
(δ)Wsj

(t − δ/2, t)(eiLδ/2)sj
. (18)

The nonadiabatic propagator is applied by Monte Carlo sam-
pling from M(δ).51 If the system is initially in state sj−1, a
new state index sj is chosen by sampling from the set of pos-
sible system states with the following probability:

P (sj |sj−1, δ) =
|(Q1)sj−1sj

(δ)|
∑

sj
|(Q1)sj−1sj

(δ)|
. (19)

If the system has sufficient momentum along the direction of
the nonadiabatic coupling vector to access the new state, then
the jump is accepted and the momentum shift is performed.
The trajectory is then weighted by the inverse of the jump-
ing probability given in Eq. (19). By virtue of this sampling
procedure, each time a jump is sampled the trajectory is re-
weighted by the factor

∑
sj

|(Q1)sj−1sj
(δ)|. It is the multiplica-

tive accumulation of these weights, and the associated phase
factors, which leads to numerical difficulties with the conver-
gence of this method at long times.51

Hence to generate the time-evolution of an observable,
after sampling from the initial density, trajectories are propa-
gated in the following manner:

1. The bath degrees of freedom are evolved classically
from an initial phase point (R, P) to (R′, P′), on the sj−1

adiabatic surface through a time-segment of length δ/2.
2. A new subsystem state index sj is determined by Monte

Carlo sampling using the probability measure given in
Eq. (19).

3. The transition to the state sj is assessed; if the momen-
tum shift to be applied is imaginary then the transition
is forbidden and the jump is rejected. If the transition
is allowed, the momentum shift (if any) is applied, such
that (R′, P′) → (R′, P′ + "P), where "P is given by
Eq. (16), and the subsystem state label is changed from
sj − 1 to sj. If the jump is rejected, then sj = sj − 1.

4. The statistical weight of the trajectory is multiplied by
the denominator of Eq. (19).

5. The bath degrees of freedom are evolved classically on
the sj adiabatic surface through a time-segment of length
δ/2.

This process is then repeated until the required number of
time-steps have been performed.

B. The generalized quantum master equation

Although the MJ surface hopping approach provides an
accurate method to propagate nonadiabatic quantum dynam-
ics, as we will see in Sec. III, the rapid accumulation of sta-
tistical weights makes the direct application of this scheme
intractable in many cases. In this section, we show how the
MJ scheme can be combined with the GQME formalism to
yield an approach which allows for the generation of long
time nonadiabatic dynamics.

As discussed in Sec. I, in many condensed phase systems
one is primarily interested in the time-evolution of the reduced

density of the subsystem, which is defined as

ρ̂s(t) = T rb(ρ̂(t)) =
∫

dXρ̂W (X, t), (20)

where ρ̂(t) is the density operator for the entire system, and
Trb indicates the partial trace taken over the bath degrees of
freedom. In the problem that we consider in Sec. III the initial
state of the system can be factorized in the following manner:

ρ̂(t = 0) = ρ̂s(0) ⊗ ρ̂
eq
b , (21)

where

ρ̂
eq
b = exp(−βĤb)

T rb[exp(−βĤb)]
(22)

is the density operator for the isolated bath in thermal equi-
librium. In what follows we will assume such a factorization
however this condition need not be applied in general.57 We
assume that the coupling part of the Hamiltonian, Ĥsb is of
the form,

Ĥsb= Ŝ ⊗ %̂, (23)

where Ŝ is a pure subsystem operator, and %̂ is a pure bath op-
erator. We will also write the bath part of the coupling Hamil-
tonian, %̂, such that its thermal average vanishes,

⟨%̂⟩eq = T rb[%̂ρ̂
eq
b ] = 0, (24)

where ⟨· · ·⟩eq = T rb(· · · ρ̂eq
b ) denotes the equilibrium bath av-

erage. In the problem, we consider in Sec. III such a condition
is naturally satisfied however in general cases it can be simply
incorporated by redefining %̂ relative to its thermal average.22

Under these conditions, the time evolution of the subsys-
tem RDM is given by the formally exact Nakajima-Zwanzig
GQME,53, 54

d

dt
ρ̂s(t) = −iLs ρ̂s(t) −

∫ t

0
dτK(τ )ρ̂s(t − τ ), (25)

where the subsystem Liouville operator is Ls = 1
¯ [Ĥs, ·]. The

memory kernel is given by,

K(τ ) = T rb

{
Lsbexp(−iQLτ )QLsbρ̂

eq
b

}
, (26)

where P and Q are the projection operators, P = ρ̂
eq
b

⊗ T rb(·), and Q = 1 − P . The free subsystem evolution pre-
scribed by Ls is generally very simple to simulate, and hence
in the GQME picture, calculating the evolution of the subsys-
tem RDM reduces to the calculation of the memory kernel,
K(τ ).

The general form for the memory kernel, given above, is
not straightforward to evaluate since it explicitly depends on
the projection operator, P . An elegant solution to this problem
was presented by Shi and Geva22 and involves rewriting the
memory kernel using the following relation:

e−i(L−LsbP)τ = e−iLτ

+ i

∫ τ

0
dτ ′e−iL(τ−τ ′)LsbPe−i(L−LsbP)τ ′

. (27)

Upon inserting this relation into (26), one finds

K(τ ) = K1(τ ) + i

∫ τ

0
dτ ′K1(τ − τ ′)K2(τ ), (28)

•  Maps the influence of an external environment onto the memory kernel 
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experimental techniques are beginning to allow one to probe dynamical events in
previously unexplored regimes; for example, sub-femtosecond to picosecond time
scales in condensed media. In order to describe such dynamics from both theoret-
ical and numerical points of view, one is faced with a task that becomes exponen-
tially more difficult with the number of degrees of freedom. For small systems, with
roughly ten to one hundred particles, full quantum simulations can be carried out but
at a large computational cost. In order to describe larger, more complicated systems
we are forced to make approximations to full quantum mechanics in order to obtain
dynamical information. Indeed, in some instances a full quantum mechanical treat-
ment is probably unnecessary. This is the case if one is interested in a small subset
of system degrees of freedom whose quantum mechanical character is important,
while the remainder of the system (environment) may be approximated by classical
mechanics [1, 2, 3]. For example, a decomposition of this type is appropriate for a
subsystem composed of light particles, like electrons or protons, interacting with a
solvent of heavy molecules.

In this paper we restrict our consideration of such systems to descriptions based
on quantum-classical Liouville dynamics [3]. We begin with a discussion of this
equation and its properties. The quantum-classical Liouville equation describes the
dynamics of a quantum subsystem coupled to an almost classical environment. The
term “almost” used here and in the title refers to the fact that while the environment
evolves by the classical equations of motion in the absence of coupling to the quan-
tum subsystem, in the presence of coupling a description in terms of single classical
trajectories is no longer possible. After this introduction, we outline a number of
ways one may construct numerical solutions to this equation by projecting it onto
different bases. In certain limits, making approximations, quantum-classical Liou-
ville dynamics may be reduced to some commonly-used mixed quantum-classical
approaches, in particular, mean field and surface hopping schemes, as well as the
Wigner-Liouville approach. Quantum time correlation functions, which are related
to transport properties, are then discussed. As an example, the computation of quan-
tum chemical reaction rates is described in the penultimate section. Some perspec-
tives on the work are given in conclusions.

2 Quantum-Classical Liouville Dynamics

The time evolution of a quantum mechanical system is governed by the quantum
Liouville-von Neumann equation,

∂
∂ t

r̂(t) =° i

h̄
[Ĥ, r̂(t)], (1)

where r̂(t) is the density matrix, Ĥ is the total Hamiltonian, and the square brackets
denote the commutator. Quantum-classical Liouville dynamics is an approximation
to this equation that is appropriate for situations where the full quantum system
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Ĥ = Ĥs + Ĥb + Ĥsb (1)

where the subscripts {s, b, sb} refer to the subsystem of interest, a set of degrees of freedom which will be referred
to as the bath, and the coupling between the subsystem and bath, respectively. In addition, it is assumed that the
coupling part of the Hamiltionian, Ĥsb has the following product form,

Ĥsb = F̂s ⌦ ⇤̂b, (2)

where F̂s is a pure subsystem operator, and ⇤̂b is a pure bath operator.
We will be interested primarily in the time-evolution of the subsystem density, ⇢̂s(t),

⇢̂s(t) = Trb⇢̂(t), (3)

where ⇢̂(t) is the density operator for the entire system, and Trb indicates the partial trace taken over the bath degrees
of freedom.

We will also assume that the initial state of the system can be factorized in the following manner,

⇢̂(t = 0) = ⇢̂s(0)⌦ ⇢̂
eq
b , (4)

where

⇢̂
eq
b =

exp(��Ĥb)

Trb[exp(��Ĥb)]
(5)

is the density operator for the free bath in thermal equilibrium.
A final assumption is that the thermal average of the bath part of the coupling Hamiltonian vanishes, i.e.

Trb[exp(��Ĥb)⇤̂b] = h⇤̂bi0eq = 0. (6)

Given these assumptions one may proceed to describe the reduced dynamics of the subsystem degrees of freedom
using the formally exact Nakajima-Zwanzig GQME,

d

dt
⇢̂s(t) = � i

~Ls⇢̂s(t)�
Z t

0
d⌧K(⌧)⇢̂s(t� ⌧). (7)

In the previous expression we have made use of the subsystem Liouville operator, Ls = [Ĥs, ·], and K(⌧) is the
memory kernel, which is explicitly given by,

K(⌧) =
1

~2Trb{Lsb exp(�iQL⌧/~)QLsb⇢̂
eq
b }. (8)

Here we have introduced the projection operator Q = 1� P, where P = ⇢̂
eq
b ⌦ Trb(·).

Following the work of Shi and Geva, the above memory kernel can be rewritten using the following set of relations:

K(⌧) = K1(⌧) + i
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0
d⌧

0K1(⌧ � ⌧
0)K2(⌧), (9)
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propagator can be written as

(eiLδ)sj−1sj
≈ Wsj−1 (t − δ, t − δ/2)(eiLδ/2)sj−1

×Msj−1sj
(δ)Wsj

(t − δ/2, t)(eiLδ/2)sj
. (18)

The nonadiabatic propagator is applied by Monte Carlo sam-
pling from M(δ).51 If the system is initially in state sj−1, a
new state index sj is chosen by sampling from the set of pos-
sible system states with the following probability:

P (sj |sj−1, δ) =
|(Q1)sj−1sj

(δ)|
∑

sj
|(Q1)sj−1sj

(δ)|
. (19)

If the system has sufficient momentum along the direction of
the nonadiabatic coupling vector to access the new state, then
the jump is accepted and the momentum shift is performed.
The trajectory is then weighted by the inverse of the jump-
ing probability given in Eq. (19). By virtue of this sampling
procedure, each time a jump is sampled the trajectory is re-
weighted by the factor

∑
sj

|(Q1)sj−1sj
(δ)|. It is the multiplica-

tive accumulation of these weights, and the associated phase
factors, which leads to numerical difficulties with the conver-
gence of this method at long times.51

Hence to generate the time-evolution of an observable,
after sampling from the initial density, trajectories are propa-
gated in the following manner:

1. The bath degrees of freedom are evolved classically
from an initial phase point (R, P) to (R′, P′), on the sj−1

adiabatic surface through a time-segment of length δ/2.
2. A new subsystem state index sj is determined by Monte

Carlo sampling using the probability measure given in
Eq. (19).

3. The transition to the state sj is assessed; if the momen-
tum shift to be applied is imaginary then the transition
is forbidden and the jump is rejected. If the transition
is allowed, the momentum shift (if any) is applied, such
that (R′, P′) → (R′, P′ + "P), where "P is given by
Eq. (16), and the subsystem state label is changed from
sj − 1 to sj. If the jump is rejected, then sj = sj − 1.

4. The statistical weight of the trajectory is multiplied by
the denominator of Eq. (19).

5. The bath degrees of freedom are evolved classically on
the sj adiabatic surface through a time-segment of length
δ/2.

This process is then repeated until the required number of
time-steps have been performed.

B. The generalized quantum master equation

Although the MJ surface hopping approach provides an
accurate method to propagate nonadiabatic quantum dynam-
ics, as we will see in Sec. III, the rapid accumulation of sta-
tistical weights makes the direct application of this scheme
intractable in many cases. In this section, we show how the
MJ scheme can be combined with the GQME formalism to
yield an approach which allows for the generation of long
time nonadiabatic dynamics.

As discussed in Sec. I, in many condensed phase systems
one is primarily interested in the time-evolution of the reduced

density of the subsystem, which is defined as

ρ̂s(t) = T rb(ρ̂(t)) =
∫

dXρ̂W (X, t), (20)

where ρ̂(t) is the density operator for the entire system, and
Trb indicates the partial trace taken over the bath degrees of
freedom. In the problem that we consider in Sec. III the initial
state of the system can be factorized in the following manner:

ρ̂(t = 0) = ρ̂s(0) ⊗ ρ̂
eq
b , (21)

where

ρ̂
eq
b = exp(−βĤb)

T rb[exp(−βĤb)]
(22)

is the density operator for the isolated bath in thermal equi-
librium. In what follows we will assume such a factorization
however this condition need not be applied in general.57 We
assume that the coupling part of the Hamiltonian, Ĥsb is of
the form,

Ĥsb= Ŝ ⊗ %̂, (23)

where Ŝ is a pure subsystem operator, and %̂ is a pure bath op-
erator. We will also write the bath part of the coupling Hamil-
tonian, %̂, such that its thermal average vanishes,

⟨%̂⟩eq = T rb[%̂ρ̂
eq
b ] = 0, (24)

where ⟨· · ·⟩eq = T rb(· · · ρ̂eq
b ) denotes the equilibrium bath av-

erage. In the problem, we consider in Sec. III such a condition
is naturally satisfied however in general cases it can be simply
incorporated by redefining %̂ relative to its thermal average.22

Under these conditions, the time evolution of the subsys-
tem RDM is given by the formally exact Nakajima-Zwanzig
GQME,53, 54

d

dt
ρ̂s(t) = −iLs ρ̂s(t) −

∫ t

0
dτK(τ )ρ̂s(t − τ ), (25)

where the subsystem Liouville operator is Ls = 1
¯ [Ĥs, ·]. The

memory kernel is given by,

K(τ ) = T rb

{
Lsbexp(−iQLτ )QLsbρ̂

eq
b

}
, (26)

where P and Q are the projection operators, P = ρ̂
eq
b

⊗ T rb(·), and Q = 1 − P . The free subsystem evolution pre-
scribed by Ls is generally very simple to simulate, and hence
in the GQME picture, calculating the evolution of the subsys-
tem RDM reduces to the calculation of the memory kernel,
K(τ ).

The general form for the memory kernel, given above, is
not straightforward to evaluate since it explicitly depends on
the projection operator, P . An elegant solution to this problem
was presented by Shi and Geva22 and involves rewriting the
memory kernel using the following relation:

e−i(L−LsbP)τ = e−iLτ

+ i

∫ τ

0
dτ ′e−iL(τ−τ ′)LsbPe−i(L−LsbP)τ ′

. (27)

Upon inserting this relation into (26), one finds

K(τ ) = K1(τ ) + i

∫ τ

0
dτ ′K1(τ − τ ′)K2(τ ), (28)

•  Maps the influence of an external environment onto the memory kernel 
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coupling part of the Hamiltionian, Ĥsb has the following product form,
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~2Trb{Lsb exp(�iQL⌧/~)QLsb⇢̂
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Here we have introduced the projection operator Q = 1� P, where P = ⇢̂
eq
b ⌦ Trb(·).

Following the work of Shi and Geva, the above memory kernel can be rewritten using the following set of relations:

K(⌧) = K1(⌧) + i

Z ⌧

0
d⌧

0K1(⌧ � ⌧
0)K2(⌧), (9)

K2(⌧) = K3(⌧) + i

Z ⌧

0
d⌧

0K3(⌧ � ⌧
0)K2(⌧), (10)

Notes on the GQME and memory kernel of Shi and Geva

ATK and TEM
(Dated: September 19, 2012)

PACS numbers:

I. PRELIMINARIES

In this set of notes we will outline the calculation of the memory kernel for the generalized quantum master equation
developed by Shi and Geva.

Consider a quantum-mechanical system with a Hamiltonian of the following form,
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Trb[exp(��Ĥb)]
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memory kernel, which is explicitly given by,

K(⌧) =
1

~2Trb{Lsb exp(�iQL⌧/~)QLsb⇢̂
eq
b }. (8)

Here we have introduced the projection operator Q = 1� P, where P = ⇢̂
eq
b ⌦ Trb(·).

Following the work of Shi and Geva, the above memory kernel can be rewritten using the following set of relations:

K(⌧) = K1(⌧) + i

Z ⌧

0
d⌧

0K1(⌧ � ⌧
0)K2(⌧), (9)

K2(⌧) = K3(⌧) + i

Z ⌧

0
d⌧

0K3(⌧ � ⌧
0)K2(⌧), (10)

Simple : Not so simple : 

Notes on the GQME and memory kernel of Shi and Geva

ATK and TEM
(Dated: September 19, 2012)

PACS numbers:

I. PRELIMINARIES

In this set of notes we will outline the calculation of the memory kernel for the generalized quantum master equation
developed by Shi and Geva.

Consider a quantum-mechanical system with a Hamiltonian of the following form,
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Ĥsb = F̂s ⌦ ⇤̂b, (2)

where F̂s is a pure subsystem operator, and ⇤̂b is a pure bath operator.
We will be interested primarily in the time-evolution of the subsystem density, ⇢̂s(t),

⇢̂s(t) = Trb⇢̂(t), (3)

where ⇢̂(t) is the density operator for the entire system, and Trb indicates the partial trace taken over the bath degrees
of freedom.

We will also assume that the initial state of the system can be factorized in the following manner,

⇢̂(t = 0) = ⇢̂s(0)⌦ ⇢̂
eq
b , (4)

where

⇢̂
eq
b =

exp(��Ĥb)
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propagator can be written as

(eiLδ)sj−1sj
≈ Wsj−1 (t − δ, t − δ/2)(eiLδ/2)sj−1

×Msj−1sj
(δ)Wsj

(t − δ/2, t)(eiLδ/2)sj
. (18)

The nonadiabatic propagator is applied by Monte Carlo sam-
pling from M(δ).51 If the system is initially in state sj−1, a
new state index sj is chosen by sampling from the set of pos-
sible system states with the following probability:

P (sj |sj−1, δ) =
|(Q1)sj−1sj

(δ)|
∑

sj
|(Q1)sj−1sj

(δ)|
. (19)

If the system has sufficient momentum along the direction of
the nonadiabatic coupling vector to access the new state, then
the jump is accepted and the momentum shift is performed.
The trajectory is then weighted by the inverse of the jump-
ing probability given in Eq. (19). By virtue of this sampling
procedure, each time a jump is sampled the trajectory is re-
weighted by the factor

∑
sj

|(Q1)sj−1sj
(δ)|. It is the multiplica-

tive accumulation of these weights, and the associated phase
factors, which leads to numerical difficulties with the conver-
gence of this method at long times.51

Hence to generate the time-evolution of an observable,
after sampling from the initial density, trajectories are propa-
gated in the following manner:

1. The bath degrees of freedom are evolved classically
from an initial phase point (R, P) to (R′, P′), on the sj−1

adiabatic surface through a time-segment of length δ/2.
2. A new subsystem state index sj is determined by Monte

Carlo sampling using the probability measure given in
Eq. (19).

3. The transition to the state sj is assessed; if the momen-
tum shift to be applied is imaginary then the transition
is forbidden and the jump is rejected. If the transition
is allowed, the momentum shift (if any) is applied, such
that (R′, P′) → (R′, P′ + "P), where "P is given by
Eq. (16), and the subsystem state label is changed from
sj − 1 to sj. If the jump is rejected, then sj = sj − 1.

4. The statistical weight of the trajectory is multiplied by
the denominator of Eq. (19).

5. The bath degrees of freedom are evolved classically on
the sj adiabatic surface through a time-segment of length
δ/2.

This process is then repeated until the required number of
time-steps have been performed.

B. The generalized quantum master equation

Although the MJ surface hopping approach provides an
accurate method to propagate nonadiabatic quantum dynam-
ics, as we will see in Sec. III, the rapid accumulation of sta-
tistical weights makes the direct application of this scheme
intractable in many cases. In this section, we show how the
MJ scheme can be combined with the GQME formalism to
yield an approach which allows for the generation of long
time nonadiabatic dynamics.

As discussed in Sec. I, in many condensed phase systems
one is primarily interested in the time-evolution of the reduced

density of the subsystem, which is defined as

ρ̂s(t) = T rb(ρ̂(t)) =
∫

dXρ̂W (X, t), (20)

where ρ̂(t) is the density operator for the entire system, and
Trb indicates the partial trace taken over the bath degrees of
freedom. In the problem that we consider in Sec. III the initial
state of the system can be factorized in the following manner:

ρ̂(t = 0) = ρ̂s(0) ⊗ ρ̂
eq
b , (21)

where

ρ̂
eq
b = exp(−βĤb)

T rb[exp(−βĤb)]
(22)

is the density operator for the isolated bath in thermal equi-
librium. In what follows we will assume such a factorization
however this condition need not be applied in general.57 We
assume that the coupling part of the Hamiltonian, Ĥsb is of
the form,

Ĥsb= Ŝ ⊗ %̂, (23)

where Ŝ is a pure subsystem operator, and %̂ is a pure bath op-
erator. We will also write the bath part of the coupling Hamil-
tonian, %̂, such that its thermal average vanishes,

⟨%̂⟩eq = T rb[%̂ρ̂
eq
b ] = 0, (24)

where ⟨· · ·⟩eq = T rb(· · · ρ̂eq
b ) denotes the equilibrium bath av-

erage. In the problem, we consider in Sec. III such a condition
is naturally satisfied however in general cases it can be simply
incorporated by redefining %̂ relative to its thermal average.22

Under these conditions, the time evolution of the subsys-
tem RDM is given by the formally exact Nakajima-Zwanzig
GQME,53, 54

d

dt
ρ̂s(t) = −iLs ρ̂s(t) −

∫ t

0
dτK(τ )ρ̂s(t − τ ), (25)

where the subsystem Liouville operator is Ls = 1
¯ [Ĥs, ·]. The

memory kernel is given by,

K(τ ) = T rb

{
Lsbexp(−iQLτ )QLsbρ̂

eq
b

}
, (26)

where P and Q are the projection operators, P = ρ̂
eq
b

⊗ T rb(·), and Q = 1 − P . The free subsystem evolution pre-
scribed by Ls is generally very simple to simulate, and hence
in the GQME picture, calculating the evolution of the subsys-
tem RDM reduces to the calculation of the memory kernel,
K(τ ).

The general form for the memory kernel, given above, is
not straightforward to evaluate since it explicitly depends on
the projection operator, P . An elegant solution to this problem
was presented by Shi and Geva22 and involves rewriting the
memory kernel using the following relation:

e−i(L−LsbP)τ = e−iLτ

+ i

∫ τ

0
dτ ′e−iL(τ−τ ′)LsbPe−i(L−LsbP)τ ′

. (27)

Upon inserting this relation into (26), one finds

K(τ ) = K1(τ ) + i

∫ τ

0
dτ ′K1(τ − τ ′)K2(τ ), (28)

•  Maps the influence of an external environment onto the memory kernel 
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tion of a given initial condition. Hence, here we develop
an algorithm that exploits this to identify and selectively
converge the kernel elements that are most important in
capturing the relaxation from a given subsystem initial
condition. This allows us to minimize the computational
e↵ort expended on the elements that only exert a mi-
nor influence on the process of interest. We demonstrate
the e�ciency of this approach by applying it to models
of the Fenna Matthews Olsen (FMO) complex and light
harvesting complex II (LHCII). By comparing to exact
results for these systems, we show that MF-GQME again
gives quantitative accuracy in regimes where direct MFT,
Redfield theory, and modified Redfield theory fail, while
remaining less expensive than even a direct application
of Ehrenfest theory even in these larger systems.

II. THEORY

To show how the GQME formalism can be e�ciently
used with trajectory-based quantum dynamics methods
in multi-state systems, here we give the general expres-
sion for the memory kernel for a system with arbitrary
system-bath coupling. By analyzing the form of this gen-
eral expression, we demonstrate that only O(N2

s
) tra-

jectories are required to calculate the memory kernel in
the MF-GQME method in a system with Ns subsystem
states.

To begin, we consider a Hamiltonian of the general
form,

Ĥ = Ĥs + Ĥb + Ĥsb, (1)

where Ĥs is the isolated subsystem Hamiltonian, Ĥb the
isolated bath Hamiltonian, and Ĥsb contains all the terms
that couple the system and the bath. For any Ĥsb, one
can write it such that it is in the form of a sum of direct
products of system and bath operators,

Ĥsb =
NsbX

j=1

Ŝj ⌦ ⇤̂j , (2)

where Ŝj is a pure subsystem operator, ⇤̂j is a pure bath
operator, and Nsb is the number of terms in the sum.

Here we consider initial conditions for the full system
density operator ⇢̂(0) that are of the spectroscopic form,
⇢̂(0) = ⇢̂eq

b
⌦ ⇢̂s(0), where ⇢̂s(0) encodes the initial state

of the subsystem and ⇢̂b
eq is the equilibrium bath den-

sity operator, ⇢̂eq
b

= e��Ĥb/Trb
n
e��Ĥb

o
. While this

choice of initial condition simplifies the expressions for
the memory kernel, we emphasize that the scaling argu-
ments presented here do not depend on this choice and
are straightforward to generalize to any factorizable ini-
tial condition.

The quantity of interest is the RDM, ⇢̂s(t) = Trb{⇢̂(t)},
from which any subsystem observable, such as the popu-
lation relaxation or electronic spectra, can be generated.

In a given basis, one can write the RDM as

⇢̂s(t) =

N
2
sX

n=1

[⇢s]n(t)Ân, (3)

where Ân 2 {|↵i h↵0|}, which is a set of N2
s
subsystem

operators that span the subsystem Liouville space, and
[⇢s]n denotes a particular matrix element of the RDM.
These matrix elements can be expressed as quantum me-
chanical expectation values,

[⇢̂s(t)]n = Tr
n
⇢̂(0)eiLt/~Ân

o
= Tr

n
⇢̂(t)Ân

o
. (4)

In the Mori-Nakajima-Zwanzig formalism, the dynamics
of the RDM can be obtained by integrating the GQME.1

⇢̇s(t) = ⇢s(t)X �
Z

t

0
d⌧ ⇢s(t� ⌧)K(⌧), (5)

where ⇢s(t) is a row vector with N2
s

time-dependent
elements and X and K(t) are matrices of size N2

s
⇥

N2
s
, and ⇢̇s(t) = d

dt
⇢s(t). The static matrix Xmn =

i

~Trs
n
Â†

m
LsÂn

o
ensures that the GQME recovers the

free subsystem evolution when the memory kernel, K(t),
is zero, i.e. when the subsystem and bath do not inter-
act. The memory kernel, which encodes the e↵ect of
the bath on the subsystem dynamics, can be constructed
using correlation functions in the full system and bath
Hilbert space. Using the Dyson decomposition for the
propagator one obtains,2

K(t) = K1(t)� i

Z
t

0
d⌧ K3(t� ⌧)K(⌧), (6)

where K3 and K1 are auxiliary kernels that can be ob-
tained using one’s choice of dynamical method. For any
system-bath coupling, K3 and K1 can be written as lin-
ear combinations of correlation functions of system and
bath operators of the form,

K3(t) =
1

~

NsbX

j=1

h
c(j,�)q(j,+)

3 (t) + c(j,+)q(j,�)
3 (t)

i
, (7)

K1(t) =
1

~2
NsbX

j,k=1

h
c(j,�)q(jk,+)

1 (t)c(k,�)

+ c(j,+)q(jk,�)
1 (t)c(k,�)

i
. (8)

Here, like the memory kernels, c(j,±), q(j,±)
3 (t), and

q(jk,±)
1 (t) are N2

s
⇥N2

s
dimensional matrices. The trans-

formation matrices c(j,±) are time-independent and sim-
ple to evaluate analytically, with their elements given by,

c(j,±)
mn

= Trs

⇢
Â†

m

h
Ŝj , Ân

i

±

�
, (9)
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propagator can be written as

(eiLδ)sj−1sj
≈ Wsj−1 (t − δ, t − δ/2)(eiLδ/2)sj−1

×Msj−1sj
(δ)Wsj

(t − δ/2, t)(eiLδ/2)sj
. (18)

The nonadiabatic propagator is applied by Monte Carlo sam-
pling from M(δ).51 If the system is initially in state sj−1, a
new state index sj is chosen by sampling from the set of pos-
sible system states with the following probability:

P (sj |sj−1, δ) =
|(Q1)sj−1sj

(δ)|
∑

sj
|(Q1)sj−1sj

(δ)|
. (19)

If the system has sufficient momentum along the direction of
the nonadiabatic coupling vector to access the new state, then
the jump is accepted and the momentum shift is performed.
The trajectory is then weighted by the inverse of the jump-
ing probability given in Eq. (19). By virtue of this sampling
procedure, each time a jump is sampled the trajectory is re-
weighted by the factor

∑
sj

|(Q1)sj−1sj
(δ)|. It is the multiplica-

tive accumulation of these weights, and the associated phase
factors, which leads to numerical difficulties with the conver-
gence of this method at long times.51

Hence to generate the time-evolution of an observable,
after sampling from the initial density, trajectories are propa-
gated in the following manner:

1. The bath degrees of freedom are evolved classically
from an initial phase point (R, P) to (R′, P′), on the sj−1

adiabatic surface through a time-segment of length δ/2.
2. A new subsystem state index sj is determined by Monte

Carlo sampling using the probability measure given in
Eq. (19).

3. The transition to the state sj is assessed; if the momen-
tum shift to be applied is imaginary then the transition
is forbidden and the jump is rejected. If the transition
is allowed, the momentum shift (if any) is applied, such
that (R′, P′) → (R′, P′ + "P), where "P is given by
Eq. (16), and the subsystem state label is changed from
sj − 1 to sj. If the jump is rejected, then sj = sj − 1.

4. The statistical weight of the trajectory is multiplied by
the denominator of Eq. (19).

5. The bath degrees of freedom are evolved classically on
the sj adiabatic surface through a time-segment of length
δ/2.

This process is then repeated until the required number of
time-steps have been performed.

B. The generalized quantum master equation

Although the MJ surface hopping approach provides an
accurate method to propagate nonadiabatic quantum dynam-
ics, as we will see in Sec. III, the rapid accumulation of sta-
tistical weights makes the direct application of this scheme
intractable in many cases. In this section, we show how the
MJ scheme can be combined with the GQME formalism to
yield an approach which allows for the generation of long
time nonadiabatic dynamics.

As discussed in Sec. I, in many condensed phase systems
one is primarily interested in the time-evolution of the reduced

density of the subsystem, which is defined as

ρ̂s(t) = T rb(ρ̂(t)) =
∫

dXρ̂W (X, t), (20)

where ρ̂(t) is the density operator for the entire system, and
Trb indicates the partial trace taken over the bath degrees of
freedom. In the problem that we consider in Sec. III the initial
state of the system can be factorized in the following manner:

ρ̂(t = 0) = ρ̂s(0) ⊗ ρ̂
eq
b , (21)

where

ρ̂
eq
b = exp(−βĤb)

T rb[exp(−βĤb)]
(22)

is the density operator for the isolated bath in thermal equi-
librium. In what follows we will assume such a factorization
however this condition need not be applied in general.57 We
assume that the coupling part of the Hamiltonian, Ĥsb is of
the form,

Ĥsb= Ŝ ⊗ %̂, (23)

where Ŝ is a pure subsystem operator, and %̂ is a pure bath op-
erator. We will also write the bath part of the coupling Hamil-
tonian, %̂, such that its thermal average vanishes,

⟨%̂⟩eq = T rb[%̂ρ̂
eq
b ] = 0, (24)

where ⟨· · ·⟩eq = T rb(· · · ρ̂eq
b ) denotes the equilibrium bath av-

erage. In the problem, we consider in Sec. III such a condition
is naturally satisfied however in general cases it can be simply
incorporated by redefining %̂ relative to its thermal average.22

Under these conditions, the time evolution of the subsys-
tem RDM is given by the formally exact Nakajima-Zwanzig
GQME,53, 54

d

dt
ρ̂s(t) = −iLs ρ̂s(t) −

∫ t

0
dτK(τ )ρ̂s(t − τ ), (25)

where the subsystem Liouville operator is Ls = 1
¯ [Ĥs, ·]. The

memory kernel is given by,

K(τ ) = T rb

{
Lsbexp(−iQLτ )QLsbρ̂

eq
b

}
, (26)

where P and Q are the projection operators, P = ρ̂
eq
b

⊗ T rb(·), and Q = 1 − P . The free subsystem evolution pre-
scribed by Ls is generally very simple to simulate, and hence
in the GQME picture, calculating the evolution of the subsys-
tem RDM reduces to the calculation of the memory kernel,
K(τ ).

The general form for the memory kernel, given above, is
not straightforward to evaluate since it explicitly depends on
the projection operator, P . An elegant solution to this problem
was presented by Shi and Geva22 and involves rewriting the
memory kernel using the following relation:

e−i(L−LsbP)τ = e−iLτ

+ i

∫ τ

0
dτ ′e−iL(τ−τ ′)LsbPe−i(L−LsbP)τ ′

. (27)

Upon inserting this relation into (26), one finds

K(τ ) = K1(τ ) + i

∫ τ

0
dτ ′K1(τ − τ ′)K2(τ ), (28)
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where

K1(τ ) = T rb

{
Lsbe

−iLτLsbρ̂
eq
b

}
(29)

and

K2(τ ) = T rb

{
e−i(L−LsbP)τ ρ̂

eq
b

}
. (30)

Another insertion of Eq. (27) into (30) above yields

K2(τ ) = K3(τ ) + i

∫ τ

0
dτ ′K3(τ − τ ′)K2(τ ), (31)

where

K3(τ ) = T rb

{
e−iLτLsbρ̂

eq
b

}
. (32)

Using this approach the full memory kernel, K, required to
propagate the subsystem RDM, can be constructed via di-
rect simulation of the unprojected dynamics. From these sim-
ulations one can generate the partial memory kernels K1

and K3 which can then be used to obtain K, by solving
Eqs. (31) and (28).

The matrix elements of K1 and K3, in any basis which
spans the subsystem Hilbert space, are given by

(K1)αα′ββ ′(τ ) =
[〈
Sαµ′ (τ )%̂β ′α′

µ′µ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sµ′α′(τ )%̂β ′µ′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

+
〈
%̂(0)Sβ ′µ(τ )%̂µµ′

αβ (τ )Sµ′α′ (τ )
〉
eq

−
〈
%̂(0)Sβ ′µ(τ )%̂µα′

µ′β(τ )Sαµ′(τ )
〉
eq

]
, (33)

(K3)αα′ββ ′(τ ) =
[〈

(1̂b)β
′α′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sβ ′µ(τ )%̂(0)(1̂b)µα′

αβ (τ )
〉
eq

]
, (34)

where 1̂b is the unit operator for the bath. In the above two
expressions the Einstein summation convention is used.

The above expressions for the matrix elements of the par-
tial memory kernels, K1 and K3, contain correlation functions
of the following form:

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r(|β⟩ρ̂eq
b %̂⟨β ′|eiLτ/¯|α′⟩&̂⟨α|), (35)

where we have used &̂ to denote a general bath operator,
which in the cases outlined above is either 1̂bor %̂.

If we define two new operators, Â = %̂ ⊗ |β⟩⟨β ′| and
B̂ = &̂ ⊗ |α′⟩⟨α|, which are operators on the full system, then
expression (35) takes on the general form for a quantum time
correlation function,

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r
(
ρ̂

eq
b ÂB̂(τ )

)
(36)

with the difference that the equilibrium density corresponds
to that of the entire system, while in the latter case it refers to
that of the isolated bath.

An approximate solution to Eq. (36) can then be con-
structed using the QCLE in the adiabatic basis. Working in
the coordinate representation of the bath degrees of freedom,
and making use of the partial Wigner transform Eq. (36) can
be rewritten as

T r(ρ̂eq
b ÂB̂(τ )) = T rs

∫
dX

[
ρ̂

eq
b Â

]
W

(X, 0)B̂W (X, τ ).

(37)

The time evolution of B̂W can be approximated using QCL
evolution in the adiabatic basis, as described in Sec. II A, and
this information can then be used to form the partial mem-
ory kernels in the subsystem basis. The memory kernel can
then be constructed, and the subsystem RDM propagated as
follows:

1. The MJ algorithm described in Sec. II A is used to obtain
the correlation functions necessary to form K1 and K3.

2. K2 is generated from K3 by an iterative solution to
Eq. (31), using K3 itself as an initial guess for K2. This
iterative procedure typically converges very quickly, and
often requires only a few tens of iterations.

3. K1 and K2 are used as input to obtain the full memory
kernel K by numerical integration of Eq. (29).

4. Using the full memory kernel, the evolution of the sub-
system density is generated by direct numerical integra-
tion of the GQME using Eq. (25).

Using this approach one can propagate the subsystem
RDM for long times using only short-time information ob-
tained from MJ trajectories performed in the adiabatic basis.
This forms the basis of the MJ-GQME approach for which we
assess the accuracy and efficiency in Sec. III.

III. RESULTS AND DISCUSSION

In order to assess the accuracy and efficiency of our
MJ-GQME approach, we performed simulations of the spin-
boson model. Despite its apparent simplicity, this system is
a prototypical model for the study quantum transport and re-
laxation processes in the condensed phase,58, 59 and remains a
challenging test to approximate methods. Although the QCLE
is formally exact for the spin-boson model, the MJ approxi-
mation has been invoked and hence the MJ-GQME technique
is not guaranteed to be exact. Since a wealth of numerically
exact results are available for various parameter regimes of the
spin-boson model, it provides an ideal benchmark test case
for the accuracy and efficiency of approximate nonadiabatic
dynamics approaches.

A. Spin-boson model

The spin-boson Hamiltonian can be written in the sub-
system basis as

Ĥ = ϵσ̂z + )σ̂x + P̂ 2

2M
+

∑

j

(
1
2
Mjω

2
j R̂

2
j − cj R̂j σ̂z

)
.

(38)
This Hamiltonian describes a two level quantum system with
energetic bias 2ϵ, and electronic coupling (or tunneling ma-
trix element) ), that is bi-linearly coupled to a bath of in-
dependent harmonic oscillators. In this model the interaction
between the system and the bath can be fully characterized by
the spectral density, J(ω), which we will choose to be of the
Ohmic form,

J (ω) = π

2
ξωe−ω/ωc . (39)
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where

K1(τ ) = T rb

{
Lsbe

−iLτLsbρ̂
eq
b

}
(29)

and

K2(τ ) = T rb

{
e−i(L−LsbP)τ ρ̂

eq
b

}
. (30)

Another insertion of Eq. (27) into (30) above yields

K2(τ ) = K3(τ ) + i

∫ τ

0
dτ ′K3(τ − τ ′)K2(τ ), (31)

where

K3(τ ) = T rb

{
e−iLτLsbρ̂

eq
b

}
. (32)

Using this approach the full memory kernel, K, required to
propagate the subsystem RDM, can be constructed via di-
rect simulation of the unprojected dynamics. From these sim-
ulations one can generate the partial memory kernels K1

and K3 which can then be used to obtain K, by solving
Eqs. (31) and (28).

The matrix elements of K1 and K3, in any basis which
spans the subsystem Hilbert space, are given by

(K1)αα′ββ ′(τ ) =
[〈
Sαµ′ (τ )%̂β ′α′

µ′µ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sµ′α′(τ )%̂β ′µ′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

+
〈
%̂(0)Sβ ′µ(τ )%̂µµ′

αβ (τ )Sµ′α′ (τ )
〉
eq

−
〈
%̂(0)Sβ ′µ(τ )%̂µα′

µ′β(τ )Sαµ′(τ )
〉
eq

]
, (33)

(K3)αα′ββ ′(τ ) =
[〈

(1̂b)β
′α′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sβ ′µ(τ )%̂(0)(1̂b)µα′

αβ (τ )
〉
eq

]
, (34)

where 1̂b is the unit operator for the bath. In the above two
expressions the Einstein summation convention is used.

The above expressions for the matrix elements of the par-
tial memory kernels, K1 and K3, contain correlation functions
of the following form:

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r(|β⟩ρ̂eq
b %̂⟨β ′|eiLτ/¯|α′⟩&̂⟨α|), (35)

where we have used &̂ to denote a general bath operator,
which in the cases outlined above is either 1̂bor %̂.

If we define two new operators, Â = %̂ ⊗ |β⟩⟨β ′| and
B̂ = &̂ ⊗ |α′⟩⟨α|, which are operators on the full system, then
expression (35) takes on the general form for a quantum time
correlation function,

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r
(
ρ̂

eq
b ÂB̂(τ )

)
(36)

with the difference that the equilibrium density corresponds
to that of the entire system, while in the latter case it refers to
that of the isolated bath.

An approximate solution to Eq. (36) can then be con-
structed using the QCLE in the adiabatic basis. Working in
the coordinate representation of the bath degrees of freedom,
and making use of the partial Wigner transform Eq. (36) can
be rewritten as

T r(ρ̂eq
b ÂB̂(τ )) = T rs

∫
dX

[
ρ̂

eq
b Â

]
W

(X, 0)B̂W (X, τ ).

(37)

The time evolution of B̂W can be approximated using QCL
evolution in the adiabatic basis, as described in Sec. II A, and
this information can then be used to form the partial mem-
ory kernels in the subsystem basis. The memory kernel can
then be constructed, and the subsystem RDM propagated as
follows:

1. The MJ algorithm described in Sec. II A is used to obtain
the correlation functions necessary to form K1 and K3.

2. K2 is generated from K3 by an iterative solution to
Eq. (31), using K3 itself as an initial guess for K2. This
iterative procedure typically converges very quickly, and
often requires only a few tens of iterations.

3. K1 and K2 are used as input to obtain the full memory
kernel K by numerical integration of Eq. (29).

4. Using the full memory kernel, the evolution of the sub-
system density is generated by direct numerical integra-
tion of the GQME using Eq. (25).

Using this approach one can propagate the subsystem
RDM for long times using only short-time information ob-
tained from MJ trajectories performed in the adiabatic basis.
This forms the basis of the MJ-GQME approach for which we
assess the accuracy and efficiency in Sec. III.

III. RESULTS AND DISCUSSION

In order to assess the accuracy and efficiency of our
MJ-GQME approach, we performed simulations of the spin-
boson model. Despite its apparent simplicity, this system is
a prototypical model for the study quantum transport and re-
laxation processes in the condensed phase,58, 59 and remains a
challenging test to approximate methods. Although the QCLE
is formally exact for the spin-boson model, the MJ approxi-
mation has been invoked and hence the MJ-GQME technique
is not guaranteed to be exact. Since a wealth of numerically
exact results are available for various parameter regimes of the
spin-boson model, it provides an ideal benchmark test case
for the accuracy and efficiency of approximate nonadiabatic
dynamics approaches.

A. Spin-boson model

The spin-boson Hamiltonian can be written in the sub-
system basis as

Ĥ = ϵσ̂z + )σ̂x + P̂ 2

2M
+

∑

j

(
1
2
Mjω

2
j R̂

2
j − cj R̂j σ̂z

)
.

(38)
This Hamiltonian describes a two level quantum system with
energetic bias 2ϵ, and electronic coupling (or tunneling ma-
trix element) ), that is bi-linearly coupled to a bath of in-
dependent harmonic oscillators. In this model the interaction
between the system and the bath can be fully characterized by
the spectral density, J(ω), which we will choose to be of the
Ohmic form,

J (ω) = π

2
ξωe−ω/ωc . (39)
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where

K1(τ ) = T rb

{
Lsbe

−iLτLsbρ̂
eq
b

}
(29)

and

K2(τ ) = T rb

{
e−i(L−LsbP)τ ρ̂

eq
b

}
. (30)

Another insertion of Eq. (27) into (30) above yields

K2(τ ) = K3(τ ) + i

∫ τ

0
dτ ′K3(τ − τ ′)K2(τ ), (31)

where

K3(τ ) = T rb

{
e−iLτLsbρ̂

eq
b

}
. (32)

Using this approach the full memory kernel, K, required to
propagate the subsystem RDM, can be constructed via di-
rect simulation of the unprojected dynamics. From these sim-
ulations one can generate the partial memory kernels K1

and K3 which can then be used to obtain K, by solving
Eqs. (31) and (28).

The matrix elements of K1 and K3, in any basis which
spans the subsystem Hilbert space, are given by

(K1)αα′ββ ′(τ ) =
[〈
Sαµ′ (τ )%̂β ′α′

µ′µ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sµ′α′(τ )%̂β ′µ′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

+
〈
%̂(0)Sβ ′µ(τ )%̂µµ′

αβ (τ )Sµ′α′ (τ )
〉
eq

−
〈
%̂(0)Sβ ′µ(τ )%̂µα′

µ′β(τ )Sαµ′(τ )
〉
eq

]
, (33)

(K3)αα′ββ ′(τ ) =
[〈

(1̂b)β
′α′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sβ ′µ(τ )%̂(0)(1̂b)µα′

αβ (τ )
〉
eq

]
, (34)

where 1̂b is the unit operator for the bath. In the above two
expressions the Einstein summation convention is used.

The above expressions for the matrix elements of the par-
tial memory kernels, K1 and K3, contain correlation functions
of the following form:

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r(|β⟩ρ̂eq
b %̂⟨β ′|eiLτ/¯|α′⟩&̂⟨α|), (35)

where we have used &̂ to denote a general bath operator,
which in the cases outlined above is either 1̂bor %̂.

If we define two new operators, Â = %̂ ⊗ |β⟩⟨β ′| and
B̂ = &̂ ⊗ |α′⟩⟨α|, which are operators on the full system, then
expression (35) takes on the general form for a quantum time
correlation function,

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r
(
ρ̂

eq
b ÂB̂(τ )

)
(36)

with the difference that the equilibrium density corresponds
to that of the entire system, while in the latter case it refers to
that of the isolated bath.

An approximate solution to Eq. (36) can then be con-
structed using the QCLE in the adiabatic basis. Working in
the coordinate representation of the bath degrees of freedom,
and making use of the partial Wigner transform Eq. (36) can
be rewritten as

T r(ρ̂eq
b ÂB̂(τ )) = T rs

∫
dX

[
ρ̂

eq
b Â

]
W

(X, 0)B̂W (X, τ ).

(37)

The time evolution of B̂W can be approximated using QCL
evolution in the adiabatic basis, as described in Sec. II A, and
this information can then be used to form the partial mem-
ory kernels in the subsystem basis. The memory kernel can
then be constructed, and the subsystem RDM propagated as
follows:

1. The MJ algorithm described in Sec. II A is used to obtain
the correlation functions necessary to form K1 and K3.

2. K2 is generated from K3 by an iterative solution to
Eq. (31), using K3 itself as an initial guess for K2. This
iterative procedure typically converges very quickly, and
often requires only a few tens of iterations.

3. K1 and K2 are used as input to obtain the full memory
kernel K by numerical integration of Eq. (29).

4. Using the full memory kernel, the evolution of the sub-
system density is generated by direct numerical integra-
tion of the GQME using Eq. (25).

Using this approach one can propagate the subsystem
RDM for long times using only short-time information ob-
tained from MJ trajectories performed in the adiabatic basis.
This forms the basis of the MJ-GQME approach for which we
assess the accuracy and efficiency in Sec. III.

III. RESULTS AND DISCUSSION

In order to assess the accuracy and efficiency of our
MJ-GQME approach, we performed simulations of the spin-
boson model. Despite its apparent simplicity, this system is
a prototypical model for the study quantum transport and re-
laxation processes in the condensed phase,58, 59 and remains a
challenging test to approximate methods. Although the QCLE
is formally exact for the spin-boson model, the MJ approxi-
mation has been invoked and hence the MJ-GQME technique
is not guaranteed to be exact. Since a wealth of numerically
exact results are available for various parameter regimes of the
spin-boson model, it provides an ideal benchmark test case
for the accuracy and efficiency of approximate nonadiabatic
dynamics approaches.

A. Spin-boson model

The spin-boson Hamiltonian can be written in the sub-
system basis as

Ĥ = ϵσ̂z + )σ̂x + P̂ 2

2M
+

∑

j

(
1
2
Mjω

2
j R̂

2
j − cj R̂j σ̂z

)
.

(38)
This Hamiltonian describes a two level quantum system with
energetic bias 2ϵ, and electronic coupling (or tunneling ma-
trix element) ), that is bi-linearly coupled to a bath of in-
dependent harmonic oscillators. In this model the interaction
between the system and the bath can be fully characterized by
the spectral density, J(ω), which we will choose to be of the
Ohmic form,

J (ω) = π

2
ξωe−ω/ωc . (39)
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propagator can be written as

(eiLδ)sj−1sj
≈ Wsj−1 (t − δ, t − δ/2)(eiLδ/2)sj−1

×Msj−1sj
(δ)Wsj

(t − δ/2, t)(eiLδ/2)sj
. (18)

The nonadiabatic propagator is applied by Monte Carlo sam-
pling from M(δ).51 If the system is initially in state sj−1, a
new state index sj is chosen by sampling from the set of pos-
sible system states with the following probability:

P (sj |sj−1, δ) =
|(Q1)sj−1sj

(δ)|
∑

sj
|(Q1)sj−1sj

(δ)|
. (19)

If the system has sufficient momentum along the direction of
the nonadiabatic coupling vector to access the new state, then
the jump is accepted and the momentum shift is performed.
The trajectory is then weighted by the inverse of the jump-
ing probability given in Eq. (19). By virtue of this sampling
procedure, each time a jump is sampled the trajectory is re-
weighted by the factor

∑
sj

|(Q1)sj−1sj
(δ)|. It is the multiplica-

tive accumulation of these weights, and the associated phase
factors, which leads to numerical difficulties with the conver-
gence of this method at long times.51

Hence to generate the time-evolution of an observable,
after sampling from the initial density, trajectories are propa-
gated in the following manner:

1. The bath degrees of freedom are evolved classically
from an initial phase point (R, P) to (R′, P′), on the sj−1

adiabatic surface through a time-segment of length δ/2.
2. A new subsystem state index sj is determined by Monte

Carlo sampling using the probability measure given in
Eq. (19).

3. The transition to the state sj is assessed; if the momen-
tum shift to be applied is imaginary then the transition
is forbidden and the jump is rejected. If the transition
is allowed, the momentum shift (if any) is applied, such
that (R′, P′) → (R′, P′ + "P), where "P is given by
Eq. (16), and the subsystem state label is changed from
sj − 1 to sj. If the jump is rejected, then sj = sj − 1.

4. The statistical weight of the trajectory is multiplied by
the denominator of Eq. (19).

5. The bath degrees of freedom are evolved classically on
the sj adiabatic surface through a time-segment of length
δ/2.

This process is then repeated until the required number of
time-steps have been performed.

B. The generalized quantum master equation

Although the MJ surface hopping approach provides an
accurate method to propagate nonadiabatic quantum dynam-
ics, as we will see in Sec. III, the rapid accumulation of sta-
tistical weights makes the direct application of this scheme
intractable in many cases. In this section, we show how the
MJ scheme can be combined with the GQME formalism to
yield an approach which allows for the generation of long
time nonadiabatic dynamics.

As discussed in Sec. I, in many condensed phase systems
one is primarily interested in the time-evolution of the reduced

density of the subsystem, which is defined as

ρ̂s(t) = T rb(ρ̂(t)) =
∫

dXρ̂W (X, t), (20)

where ρ̂(t) is the density operator for the entire system, and
Trb indicates the partial trace taken over the bath degrees of
freedom. In the problem that we consider in Sec. III the initial
state of the system can be factorized in the following manner:

ρ̂(t = 0) = ρ̂s(0) ⊗ ρ̂
eq
b , (21)

where

ρ̂
eq
b = exp(−βĤb)

T rb[exp(−βĤb)]
(22)

is the density operator for the isolated bath in thermal equi-
librium. In what follows we will assume such a factorization
however this condition need not be applied in general.57 We
assume that the coupling part of the Hamiltonian, Ĥsb is of
the form,

Ĥsb= Ŝ ⊗ %̂, (23)

where Ŝ is a pure subsystem operator, and %̂ is a pure bath op-
erator. We will also write the bath part of the coupling Hamil-
tonian, %̂, such that its thermal average vanishes,

⟨%̂⟩eq = T rb[%̂ρ̂
eq
b ] = 0, (24)

where ⟨· · ·⟩eq = T rb(· · · ρ̂eq
b ) denotes the equilibrium bath av-

erage. In the problem, we consider in Sec. III such a condition
is naturally satisfied however in general cases it can be simply
incorporated by redefining %̂ relative to its thermal average.22

Under these conditions, the time evolution of the subsys-
tem RDM is given by the formally exact Nakajima-Zwanzig
GQME,53, 54

d

dt
ρ̂s(t) = −iLs ρ̂s(t) −

∫ t

0
dτK(τ )ρ̂s(t − τ ), (25)

where the subsystem Liouville operator is Ls = 1
¯ [Ĥs, ·]. The

memory kernel is given by,

K(τ ) = T rb

{
Lsbexp(−iQLτ )QLsbρ̂

eq
b

}
, (26)

where P and Q are the projection operators, P = ρ̂
eq
b

⊗ T rb(·), and Q = 1 − P . The free subsystem evolution pre-
scribed by Ls is generally very simple to simulate, and hence
in the GQME picture, calculating the evolution of the subsys-
tem RDM reduces to the calculation of the memory kernel,
K(τ ).

The general form for the memory kernel, given above, is
not straightforward to evaluate since it explicitly depends on
the projection operator, P . An elegant solution to this problem
was presented by Shi and Geva22 and involves rewriting the
memory kernel using the following relation:

e−i(L−LsbP)τ = e−iLτ

+ i

∫ τ

0
dτ ′e−iL(τ−τ ′)LsbPe−i(L−LsbP)τ ′

. (27)

Upon inserting this relation into (26), one finds

K(τ ) = K1(τ ) + i

∫ τ

0
dτ ′K1(τ − τ ′)K2(τ ), (28)
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where

K1(τ ) = T rb

{
Lsbe

−iLτLsbρ̂
eq
b

}
(29)

and

K2(τ ) = T rb

{
e−i(L−LsbP)τ ρ̂

eq
b

}
. (30)

Another insertion of Eq. (27) into (30) above yields

K2(τ ) = K3(τ ) + i

∫ τ

0
dτ ′K3(τ − τ ′)K2(τ ), (31)

where

K3(τ ) = T rb

{
e−iLτLsbρ̂

eq
b

}
. (32)

Using this approach the full memory kernel, K, required to
propagate the subsystem RDM, can be constructed via di-
rect simulation of the unprojected dynamics. From these sim-
ulations one can generate the partial memory kernels K1

and K3 which can then be used to obtain K, by solving
Eqs. (31) and (28).

The matrix elements of K1 and K3, in any basis which
spans the subsystem Hilbert space, are given by

(K1)αα′ββ ′(τ ) =
[〈
Sαµ′ (τ )%̂β ′α′

µ′µ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sµ′α′(τ )%̂β ′µ′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

+
〈
%̂(0)Sβ ′µ(τ )%̂µµ′

αβ (τ )Sµ′α′ (τ )
〉
eq

−
〈
%̂(0)Sβ ′µ(τ )%̂µα′

µ′β(τ )Sαµ′(τ )
〉
eq

]
, (33)

(K3)αα′ββ ′(τ ) =
[〈

(1̂b)β
′α′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sβ ′µ(τ )%̂(0)(1̂b)µα′

αβ (τ )
〉
eq

]
, (34)

where 1̂b is the unit operator for the bath. In the above two
expressions the Einstein summation convention is used.

The above expressions for the matrix elements of the par-
tial memory kernels, K1 and K3, contain correlation functions
of the following form:

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r(|β⟩ρ̂eq
b %̂⟨β ′|eiLτ/¯|α′⟩&̂⟨α|), (35)

where we have used &̂ to denote a general bath operator,
which in the cases outlined above is either 1̂bor %̂.

If we define two new operators, Â = %̂ ⊗ |β⟩⟨β ′| and
B̂ = &̂ ⊗ |α′⟩⟨α|, which are operators on the full system, then
expression (35) takes on the general form for a quantum time
correlation function,

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r
(
ρ̂

eq
b ÂB̂(τ )

)
(36)

with the difference that the equilibrium density corresponds
to that of the entire system, while in the latter case it refers to
that of the isolated bath.

An approximate solution to Eq. (36) can then be con-
structed using the QCLE in the adiabatic basis. Working in
the coordinate representation of the bath degrees of freedom,
and making use of the partial Wigner transform Eq. (36) can
be rewritten as

T r(ρ̂eq
b ÂB̂(τ )) = T rs

∫
dX

[
ρ̂

eq
b Â

]
W

(X, 0)B̂W (X, τ ).

(37)

The time evolution of B̂W can be approximated using QCL
evolution in the adiabatic basis, as described in Sec. II A, and
this information can then be used to form the partial mem-
ory kernels in the subsystem basis. The memory kernel can
then be constructed, and the subsystem RDM propagated as
follows:

1. The MJ algorithm described in Sec. II A is used to obtain
the correlation functions necessary to form K1 and K3.

2. K2 is generated from K3 by an iterative solution to
Eq. (31), using K3 itself as an initial guess for K2. This
iterative procedure typically converges very quickly, and
often requires only a few tens of iterations.

3. K1 and K2 are used as input to obtain the full memory
kernel K by numerical integration of Eq. (29).

4. Using the full memory kernel, the evolution of the sub-
system density is generated by direct numerical integra-
tion of the GQME using Eq. (25).

Using this approach one can propagate the subsystem
RDM for long times using only short-time information ob-
tained from MJ trajectories performed in the adiabatic basis.
This forms the basis of the MJ-GQME approach for which we
assess the accuracy and efficiency in Sec. III.

III. RESULTS AND DISCUSSION

In order to assess the accuracy and efficiency of our
MJ-GQME approach, we performed simulations of the spin-
boson model. Despite its apparent simplicity, this system is
a prototypical model for the study quantum transport and re-
laxation processes in the condensed phase,58, 59 and remains a
challenging test to approximate methods. Although the QCLE
is formally exact for the spin-boson model, the MJ approxi-
mation has been invoked and hence the MJ-GQME technique
is not guaranteed to be exact. Since a wealth of numerically
exact results are available for various parameter regimes of the
spin-boson model, it provides an ideal benchmark test case
for the accuracy and efficiency of approximate nonadiabatic
dynamics approaches.

A. Spin-boson model

The spin-boson Hamiltonian can be written in the sub-
system basis as

Ĥ = ϵσ̂z + )σ̂x + P̂ 2

2M
+

∑

j

(
1
2
Mjω

2
j R̂

2
j − cj R̂j σ̂z

)
.

(38)
This Hamiltonian describes a two level quantum system with
energetic bias 2ϵ, and electronic coupling (or tunneling ma-
trix element) ), that is bi-linearly coupled to a bath of in-
dependent harmonic oscillators. In this model the interaction
between the system and the bath can be fully characterized by
the spectral density, J(ω), which we will choose to be of the
Ohmic form,

J (ω) = π

2
ξωe−ω/ωc . (39)
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where

K1(τ ) = T rb

{
Lsbe

−iLτLsbρ̂
eq
b

}
(29)

and

K2(τ ) = T rb

{
e−i(L−LsbP)τ ρ̂

eq
b

}
. (30)

Another insertion of Eq. (27) into (30) above yields

K2(τ ) = K3(τ ) + i

∫ τ

0
dτ ′K3(τ − τ ′)K2(τ ), (31)

where

K3(τ ) = T rb

{
e−iLτLsbρ̂

eq
b

}
. (32)

Using this approach the full memory kernel, K, required to
propagate the subsystem RDM, can be constructed via di-
rect simulation of the unprojected dynamics. From these sim-
ulations one can generate the partial memory kernels K1

and K3 which can then be used to obtain K, by solving
Eqs. (31) and (28).

The matrix elements of K1 and K3, in any basis which
spans the subsystem Hilbert space, are given by

(K1)αα′ββ ′(τ ) =
[〈
Sαµ′ (τ )%̂β ′α′

µ′µ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sµ′α′(τ )%̂β ′µ′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

+
〈
%̂(0)Sβ ′µ(τ )%̂µµ′

αβ (τ )Sµ′α′ (τ )
〉
eq

−
〈
%̂(0)Sβ ′µ(τ )%̂µα′

µ′β(τ )Sαµ′(τ )
〉
eq

]
, (33)

(K3)αα′ββ ′(τ ) =
[〈

(1̂b)β
′α′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sβ ′µ(τ )%̂(0)(1̂b)µα′

αβ (τ )
〉
eq

]
, (34)

where 1̂b is the unit operator for the bath. In the above two
expressions the Einstein summation convention is used.

The above expressions for the matrix elements of the par-
tial memory kernels, K1 and K3, contain correlation functions
of the following form:

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r(|β⟩ρ̂eq
b %̂⟨β ′|eiLτ/¯|α′⟩&̂⟨α|), (35)

where we have used &̂ to denote a general bath operator,
which in the cases outlined above is either 1̂bor %̂.

If we define two new operators, Â = %̂ ⊗ |β⟩⟨β ′| and
B̂ = &̂ ⊗ |α′⟩⟨α|, which are operators on the full system, then
expression (35) takes on the general form for a quantum time
correlation function,

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r
(
ρ̂

eq
b ÂB̂(τ )

)
(36)

with the difference that the equilibrium density corresponds
to that of the entire system, while in the latter case it refers to
that of the isolated bath.

An approximate solution to Eq. (36) can then be con-
structed using the QCLE in the adiabatic basis. Working in
the coordinate representation of the bath degrees of freedom,
and making use of the partial Wigner transform Eq. (36) can
be rewritten as

T r(ρ̂eq
b ÂB̂(τ )) = T rs

∫
dX

[
ρ̂

eq
b Â

]
W

(X, 0)B̂W (X, τ ).

(37)

The time evolution of B̂W can be approximated using QCL
evolution in the adiabatic basis, as described in Sec. II A, and
this information can then be used to form the partial mem-
ory kernels in the subsystem basis. The memory kernel can
then be constructed, and the subsystem RDM propagated as
follows:

1. The MJ algorithm described in Sec. II A is used to obtain
the correlation functions necessary to form K1 and K3.

2. K2 is generated from K3 by an iterative solution to
Eq. (31), using K3 itself as an initial guess for K2. This
iterative procedure typically converges very quickly, and
often requires only a few tens of iterations.

3. K1 and K2 are used as input to obtain the full memory
kernel K by numerical integration of Eq. (29).

4. Using the full memory kernel, the evolution of the sub-
system density is generated by direct numerical integra-
tion of the GQME using Eq. (25).

Using this approach one can propagate the subsystem
RDM for long times using only short-time information ob-
tained from MJ trajectories performed in the adiabatic basis.
This forms the basis of the MJ-GQME approach for which we
assess the accuracy and efficiency in Sec. III.

III. RESULTS AND DISCUSSION

In order to assess the accuracy and efficiency of our
MJ-GQME approach, we performed simulations of the spin-
boson model. Despite its apparent simplicity, this system is
a prototypical model for the study quantum transport and re-
laxation processes in the condensed phase,58, 59 and remains a
challenging test to approximate methods. Although the QCLE
is formally exact for the spin-boson model, the MJ approxi-
mation has been invoked and hence the MJ-GQME technique
is not guaranteed to be exact. Since a wealth of numerically
exact results are available for various parameter regimes of the
spin-boson model, it provides an ideal benchmark test case
for the accuracy and efficiency of approximate nonadiabatic
dynamics approaches.

A. Spin-boson model

The spin-boson Hamiltonian can be written in the sub-
system basis as

Ĥ = ϵσ̂z + )σ̂x + P̂ 2

2M
+

∑

j

(
1
2
Mjω

2
j R̂

2
j − cj R̂j σ̂z

)
.

(38)
This Hamiltonian describes a two level quantum system with
energetic bias 2ϵ, and electronic coupling (or tunneling ma-
trix element) ), that is bi-linearly coupled to a bath of in-
dependent harmonic oscillators. In this model the interaction
between the system and the bath can be fully characterized by
the spectral density, J(ω), which we will choose to be of the
Ohmic form,

J (ω) = π

2
ξωe−ω/ωc . (39)
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where

K1(τ ) = T rb

{
Lsbe

−iLτLsbρ̂
eq
b

}
(29)

and

K2(τ ) = T rb

{
e−i(L−LsbP)τ ρ̂

eq
b

}
. (30)

Another insertion of Eq. (27) into (30) above yields

K2(τ ) = K3(τ ) + i

∫ τ

0
dτ ′K3(τ − τ ′)K2(τ ), (31)

where

K3(τ ) = T rb

{
e−iLτLsbρ̂

eq
b

}
. (32)

Using this approach the full memory kernel, K, required to
propagate the subsystem RDM, can be constructed via di-
rect simulation of the unprojected dynamics. From these sim-
ulations one can generate the partial memory kernels K1

and K3 which can then be used to obtain K, by solving
Eqs. (31) and (28).

The matrix elements of K1 and K3, in any basis which
spans the subsystem Hilbert space, are given by

(K1)αα′ββ ′(τ ) =
[〈
Sαµ′ (τ )%̂β ′α′

µ′µ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sµ′α′(τ )%̂β ′µ′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

+
〈
%̂(0)Sβ ′µ(τ )%̂µµ′

αβ (τ )Sµ′α′ (τ )
〉
eq

−
〈
%̂(0)Sβ ′µ(τ )%̂µα′

µ′β(τ )Sαµ′(τ )
〉
eq

]
, (33)

(K3)αα′ββ ′(τ ) =
[〈

(1̂b)β
′α′

αµ (τ )Sµβ(τ )%̂(0)
〉
eq

−
〈
Sβ ′µ(τ )%̂(0)(1̂b)µα′

αβ (τ )
〉
eq

]
, (34)

where 1̂b is the unit operator for the bath. In the above two
expressions the Einstein summation convention is used.

The above expressions for the matrix elements of the par-
tial memory kernels, K1 and K3, contain correlation functions
of the following form:

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r(|β⟩ρ̂eq
b %̂⟨β ′|eiLτ/¯|α′⟩&̂⟨α|), (35)

where we have used &̂ to denote a general bath operator,
which in the cases outlined above is either 1̂bor %̂.

If we define two new operators, Â = %̂ ⊗ |β⟩⟨β ′| and
B̂ = &̂ ⊗ |α′⟩⟨α|, which are operators on the full system, then
expression (35) takes on the general form for a quantum time
correlation function,

〈
%̂&̂

β ′α′

αβ (τ )
〉
eq

= T r
(
ρ̂

eq
b ÂB̂(τ )

)
(36)

with the difference that the equilibrium density corresponds
to that of the entire system, while in the latter case it refers to
that of the isolated bath.

An approximate solution to Eq. (36) can then be con-
structed using the QCLE in the adiabatic basis. Working in
the coordinate representation of the bath degrees of freedom,
and making use of the partial Wigner transform Eq. (36) can
be rewritten as

T r(ρ̂eq
b ÂB̂(τ )) = T rs

∫
dX

[
ρ̂

eq
b Â

]
W

(X, 0)B̂W (X, τ ).

(37)

The time evolution of B̂W can be approximated using QCL
evolution in the adiabatic basis, as described in Sec. II A, and
this information can then be used to form the partial mem-
ory kernels in the subsystem basis. The memory kernel can
then be constructed, and the subsystem RDM propagated as
follows:

1. The MJ algorithm described in Sec. II A is used to obtain
the correlation functions necessary to form K1 and K3.

2. K2 is generated from K3 by an iterative solution to
Eq. (31), using K3 itself as an initial guess for K2. This
iterative procedure typically converges very quickly, and
often requires only a few tens of iterations.

3. K1 and K2 are used as input to obtain the full memory
kernel K by numerical integration of Eq. (29).

4. Using the full memory kernel, the evolution of the sub-
system density is generated by direct numerical integra-
tion of the GQME using Eq. (25).

Using this approach one can propagate the subsystem
RDM for long times using only short-time information ob-
tained from MJ trajectories performed in the adiabatic basis.
This forms the basis of the MJ-GQME approach for which we
assess the accuracy and efficiency in Sec. III.

III. RESULTS AND DISCUSSION

In order to assess the accuracy and efficiency of our
MJ-GQME approach, we performed simulations of the spin-
boson model. Despite its apparent simplicity, this system is
a prototypical model for the study quantum transport and re-
laxation processes in the condensed phase,58, 59 and remains a
challenging test to approximate methods. Although the QCLE
is formally exact for the spin-boson model, the MJ approxi-
mation has been invoked and hence the MJ-GQME technique
is not guaranteed to be exact. Since a wealth of numerically
exact results are available for various parameter regimes of the
spin-boson model, it provides an ideal benchmark test case
for the accuracy and efficiency of approximate nonadiabatic
dynamics approaches.

A. Spin-boson model

The spin-boson Hamiltonian can be written in the sub-
system basis as

Ĥ = ϵσ̂z + )σ̂x + P̂ 2

2M
+

∑

j

(
1
2
Mjω

2
j R̂

2
j − cj R̂j σ̂z

)
.

(38)
This Hamiltonian describes a two level quantum system with
energetic bias 2ϵ, and electronic coupling (or tunneling ma-
trix element) ), that is bi-linearly coupled to a bath of in-
dependent harmonic oscillators. In this model the interaction
between the system and the bath can be fully characterized by
the spectral density, J(ω), which we will choose to be of the
Ohmic form,

J (ω) = π

2
ξωe−ω/ωc . (39)

Shi and Geva, JCP 199, 12063 (2003) 

•  Calculation of these sub-kernels simply requires computation of correlation functions of 
system and bath operators. 

Qiang Shi and Eitan Geva, J. Chem. Phys., 2003
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An analogous set of relations apply to the matrix
elements of the density operator, ρλλ′

W (X) = ⟨λ|ρ̂W (X)|λ′⟩
= ⟨mλ|ρ̂m(X)|mλ′ ⟩, where ρ̂m(X) = ρλλ′

W (X)â†
λâλ′ . Taking the

Wigner transform of ρ̂m(X) we find

ρm(X ) = 1
(2π¯)N

∫
dz eipz/¯

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉

= 1
(2π¯)N ρλλ′

W (X)cλλ′(x). (22)

Likewise, starting from the expression for the projected den-
sity,

ρ̂P
m (X) = |mλ⟩⟨mλ|ρ̂m(X)|mλ′ ⟩⟨mλ′ |

= |mλ⟩ρλλ′

W (X)⟨mλ′ |, (23)

its Wigner transform is

ρP
m (X ) = 1

(2π¯)N
∫

dp eipz/¯
〈
r − z

2

∣∣∣∣ρ̂
P
m (X)

∣∣∣∣r + z

2

〉

= Pρm(X ), (24)

which, repeating the steps that gave Eq. (19), yields

ρP
m (X ) = ρλλ′

W (X)gλ′λ(x). (25)

Following the analysis given above that led to Eq. (9) for an
operator, and using the relation

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉
=

∫
dp e− ipz/¯ρm(X ), (26)

the evaluation of ρλλ′

W (X) = ⟨mλ|ρ̂m(X)|mλ′ ⟩ leads to

ρλλ′

W (X) = (2π¯)N
∫

dx gλλ′(x)ρm(X )

= (2π¯)N
∫

dx gλλ′(x)ρP
m (X ). (27)

These relations allow one to transform operators ex-
pressed in the subsystem basis to Wigner representations of
operators in the basis of mapping states. The projected forms
of the mapping operators and densities confine these quanti-
ties to the physical space and this feature plays an important
role in the discussions of the nature of dynamics using the
mapping basis. We now show how these relations enter the
expressions for expectation values and evolution equations.

B. Forms of operators in the mapping subspace

We first consider the equivalent forms that operators take,
provided they are confined to the physical mapping space.
Since

⟨mλ|
∑

ν

â†
ν âν |mλ′ ⟩ = ⟨mλ|mλ′ ⟩, (28)

∑
ν â†

ν âν is an identity operator in the mapping space. (Here
we include the explicit summation on mapping states for clar-
ity.) Using the definition of gλλ′(x) in Eq. (10), we may write
the right side of Eq. (28) as

⟨mλ|mλ′ ⟩ =
∫

dx gλλ′(x). (29)

The left side may be evaluated by inserting complete sets
of coordinate states and taking Wigner transforms so that an
equivalent form for Eq. (28) is

∫
dx gλλ′(x)

∑

ν

cνν(x) =
∫

dx gλλ′(x). (30)

Thus, we see that

∑

ν

cνν(x) = 1
2¯

∑

ν

(
r2
ν + p2

ν − ¯
)

= 1, (31)

provided it lies inside the gλλ′(x) integral.
This result has implications for the form of operators in

the mapping basis. The matrix elements of an operator B̂W (X)
in the subsystem basis may always be written as a sum of trace
and traceless contributions,

Bλλ′

W (X) = δλλ′(TrBW )/N + B
λλ′

W (X), (32)

where B
λλ′

W (X) is traceless. Inserting this expression into
Eq. (14) for Bm(X ), we obtain

Bm(X ) = (Tr BW )/N + B
λλ′

W (X)cλλ′(x), (33)

provided Bm(X ) appears inside the gλλ′(x) integral. Note that
all subsystem matrix elements are of this form in view of
Eq. (9). Here, cλλ′(x) = 1

2¯ [rλrλ′ + pλpλ′ + i(rλpλ′ − rλ′pλ)]
is the traceless form of cλλ′ (x).

As a special case of these results, we can write the map-
ping Hamiltonian, Hm(X ) = H λλ′

W (X)cλλ′ (x) in a convenient
form. The Hamiltonian matrix elements are given by

H λλ′

W (X) = He(X)δλλ′ + ϵλδλλ′ + V λλ′

c (R)

≡ He(X)δλλ′ + hλλ′
(R), (34)

which can be written as a sum of trace and traceless contribu-
tions,

H λλ′

W (X) = (He(X) + (Tr h)/N)δλλ′ + h
λλ′

(R)

≡ H0(X)δλλ′ + h
λλ′

(R). (35)

The Hamiltonian H0 can be written as H0 ≡ P2/2M + V0(R).
From this form for H λλ′

W , it follows that

Hm(X ) = P 2

2M
+ V0(R) + 1

2¯h
λλ′

(R)(rλrλ′ + pλpλ′),

(36)
again, when it appears inside integrals with gλλ′(x). We have
used the fact that h

λλ′

is symmetric to simplify the expres-
sion for cλλ′(x) in this expression. This form of the mapping
Hamiltonian will play a role in the subsequent discussion.

C. Expectation values

Our interest is in the computation of average values of ob-
servables, such as electronic state populations or coherence,
as a function of time. The expression for the expectation value

Mapping - QCLE
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we have

ṙλ = ∂Hm

∂pλ

, ṗλ = −∂Hm

∂rλ

, Ṙ = ∂Hm

∂P
,

Ṗ = −∂Hm

∂R
+ ¯

8ρP
m

∂h
λλ′

∂R

(
∂2

∂rλ′∂rλ

+ ∂2

∂pλ′∂pλ

)
ρP

m. (57)

The second term in the environmental momentum equation
couples the dynamics of all members of the ensemble since it
involves the phase space density.

B. Ensemble of independent trajectories

If the last term in the Ṗ equation is dropped we recover
simple Newtonian evolution equations:

drλ

dt
= ∂Hm

∂pλ

,
dpλ

dt
= −∂Hm

∂rλ

,

dR

dt
= ∂Hm

∂P
,

dP

dt
= −∂Hm

∂R
.

(58)

This result also follows from the fact that neglect of the last
term in the Ṗ equation corresponds to the neglect of the last
term in the formula for iLm in Eq. (47). Thus, in this approx-
imation

∂

∂t
ρP

m (X , t) =
{
Hm, ρP

m

}
X ≡ −iLPB

m ρP
m (X , t), (59)

which we call the Poisson bracket mapping equation (PBME).
Since the approximate evolution has a Poisson bracket form,
it admits a solution in characteristics and the corresponding
ordinary differential equations are those above in Eq. (58).12

In contrast to Eq. (52), in Appendix B we show that

∫
dX Bm(X )iLPB

m Pρm(X )

̸=
∫

dX Bm(X )PiLPB
m ρm(X ). (60)

Consequently, the Poisson bracket mapping operator iLPB
m

does not commute with the projection operator. Therefore, un-
like the evolution under the full MQCL operator, the evolution
prescribed by the PBM operator may take the dynamics out of
the physical space.

We also remark that although these equations of motion
have been derived from an approximation to QCL dynamics
in the mapping basis, they also appear in the semi-classical
path integral investigations of quantum dynamics by Stock
and Thoss15, 23 and in the linearized semiclassical-initial value
representation (LSC-IVR) of Miller.16, 19, 20 These results indi-
cate that LSC-IVR dynamics is closely related to this approxi-
mate form of the QCLE. Connections between QCL dynamics
and linearized path integral formulations have been discussed
in the literature.48, 49 The utility of this approximation to the
QCLE hinges on the form of the Hamiltonian and the manner
in which expectation values are computed. These issues are
also discussed in Sec. IV.

IV. DYNAMICAL INSTABILITIES IN APPROXIMATE
EVOLUTION EQUATIONS

In Sec. II B we showed that the mapping Hamiltonian,

Hm(X ) = H λλ′

W (X)cλλ′(x)

= H λλ′

W (X)
1

2¯ [rλrλ′ + pλpλ′

+i(rλpλ′ − rλ′pλ) − ¯δλλ′], (61)

could be written in the equivalent form given in Eq. (36),
provided the Hamiltonian operator appears inside the gλλ′ in-
tegral; i.e., is projected onto the physical space. In view of
Eq. (42), and its equivalence to Eq. (45), this condition is
satisfied for evolution under the MQCLE. Evolution under
MQCL dynamics is confined to the physical space and the
two forms of the Hamiltonian will yield equivalent results.
In this section we discuss instabilities that may arise in ap-
proximations to the MQCL as a result of the dynamics taking
the system outside of the physical space. Problems associated
with the lack of confinement to the physical space in other
mapping formulations have been discussed earlier, especially
in connection with the flow of zero point energy.22– 24 Here,
we reconsider some aspects of these issues in the context of
the QCL formulation.

While different forms of the mapping Hamiltonian are
equivalent in the mapping subspace, should the dynamics take
the system out of this space, the evolution generated by the
different Hamiltonian forms will not be the same. Indeed, de-
pending on precise form of the dynamics, instabilities can
arise that depend on the form of the Hamiltonian that is em-
ployed. In particular, from the structure of Hm in Eq. (61), one
can see that it is possible to encounter “inverted” potentials
if the quantity in square brackets is negative. This problem
has appeared in approximate schemes based on the mapping
formulation and suggestions for its partial remedy have been
suggested.15, 26, 28 Such investigations have led to the observa-
tion that the form of Hm in Eq. (36), where the resolution of
the identity is used to simplify the Hamiltonian form, provides
the best results.

Even if such inverted potentials are not present at the ini-
tial phase points of the trajectories representing the evolution
of the density matrix, they may still arise in the course of
approximate evolution that may take the system outside the
physical space; for example, under PBME dynamics. To in-
vestigate the conditions under which unstable dynamics ap-
pear, consider systems that have localized regions of strong
coupling among diabatic states and asymptotic regions where
such coupling vanishes. The Hamiltonian matrix is approxi-
mately diagonal in the asymptotic regions and in such regions
Hm takes the form

Hm ∼ P 2

2M
+ V0(R) +

∑

λ

h
λλ

%λ ≡ P 2

2M
+ Vasy, (62)

where we have defined %λ = 1
2¯ (r2

λ + p2
λ). The second equal-

ity defines the effective asymptotic potential energy Vasy.
Since {%λ,Hm}X = 0, the %λ are conserved in the asymptotic
regions and can be considered constants.

084101-4 Kelly et al. J. Chem. Phys. 136, 084101 (2012)

An analogous set of relations apply to the matrix
elements of the density operator, ρλλ′

W (X) = ⟨λ|ρ̂W (X)|λ′⟩
= ⟨mλ|ρ̂m(X)|mλ′ ⟩, where ρ̂m(X) = ρλλ′

W (X)â†
λâλ′ . Taking the

Wigner transform of ρ̂m(X) we find

ρm(X ) = 1
(2π¯)N

∫
dz eipz/¯

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉

= 1
(2π¯)N ρλλ′

W (X)cλλ′(x). (22)

Likewise, starting from the expression for the projected den-
sity,

ρ̂P
m (X) = |mλ⟩⟨mλ|ρ̂m(X)|mλ′ ⟩⟨mλ′ |

= |mλ⟩ρλλ′

W (X)⟨mλ′ |, (23)

its Wigner transform is

ρP
m (X ) = 1

(2π¯)N
∫

dp eipz/¯
〈
r − z

2

∣∣∣∣ρ̂
P
m (X)

∣∣∣∣r + z

2

〉

= Pρm(X ), (24)

which, repeating the steps that gave Eq. (19), yields

ρP
m (X ) = ρλλ′

W (X)gλ′λ(x). (25)

Following the analysis given above that led to Eq. (9) for an
operator, and using the relation

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉
=

∫
dp e− ipz/¯ρm(X ), (26)

the evaluation of ρλλ′

W (X) = ⟨mλ|ρ̂m(X)|mλ′ ⟩ leads to

ρλλ′

W (X) = (2π¯)N
∫

dx gλλ′(x)ρm(X )

= (2π¯)N
∫

dx gλλ′(x)ρP
m (X ). (27)

These relations allow one to transform operators ex-
pressed in the subsystem basis to Wigner representations of
operators in the basis of mapping states. The projected forms
of the mapping operators and densities confine these quanti-
ties to the physical space and this feature plays an important
role in the discussions of the nature of dynamics using the
mapping basis. We now show how these relations enter the
expressions for expectation values and evolution equations.

B. Forms of operators in the mapping subspace

We first consider the equivalent forms that operators take,
provided they are confined to the physical mapping space.
Since

⟨mλ|
∑

ν

â†
ν âν |mλ′ ⟩ = ⟨mλ|mλ′ ⟩, (28)

∑
ν â†

ν âν is an identity operator in the mapping space. (Here
we include the explicit summation on mapping states for clar-
ity.) Using the definition of gλλ′(x) in Eq. (10), we may write
the right side of Eq. (28) as

⟨mλ|mλ′ ⟩ =
∫

dx gλλ′(x). (29)

The left side may be evaluated by inserting complete sets
of coordinate states and taking Wigner transforms so that an
equivalent form for Eq. (28) is

∫
dx gλλ′(x)

∑

ν

cνν(x) =
∫

dx gλλ′(x). (30)

Thus, we see that

∑

ν

cνν(x) = 1
2¯

∑

ν

(
r2
ν + p2

ν − ¯
)

= 1, (31)

provided it lies inside the gλλ′(x) integral.
This result has implications for the form of operators in

the mapping basis. The matrix elements of an operator B̂W (X)
in the subsystem basis may always be written as a sum of trace
and traceless contributions,

Bλλ′

W (X) = δλλ′(TrBW )/N + B
λλ′

W (X), (32)

where B
λλ′

W (X) is traceless. Inserting this expression into
Eq. (14) for Bm(X ), we obtain

Bm(X ) = (Tr BW )/N + B
λλ′

W (X)cλλ′(x), (33)

provided Bm(X ) appears inside the gλλ′(x) integral. Note that
all subsystem matrix elements are of this form in view of
Eq. (9). Here, cλλ′(x) = 1

2¯ [rλrλ′ + pλpλ′ + i(rλpλ′ − rλ′pλ)]
is the traceless form of cλλ′ (x).

As a special case of these results, we can write the map-
ping Hamiltonian, Hm(X ) = H λλ′

W (X)cλλ′ (x) in a convenient
form. The Hamiltonian matrix elements are given by

H λλ′

W (X) = He(X)δλλ′ + ϵλδλλ′ + V λλ′

c (R)

≡ He(X)δλλ′ + hλλ′
(R), (34)

which can be written as a sum of trace and traceless contribu-
tions,

H λλ′

W (X) = (He(X) + (Tr h)/N)δλλ′ + h
λλ′

(R)

≡ H0(X)δλλ′ + h
λλ′

(R). (35)

The Hamiltonian H0 can be written as H0 ≡ P2/2M + V0(R).
From this form for H λλ′

W , it follows that

Hm(X ) = P 2

2M
+ V0(R) + 1

2¯h
λλ′

(R)(rλrλ′ + pλpλ′),

(36)
again, when it appears inside integrals with gλλ′(x). We have
used the fact that h

λλ′

is symmetric to simplify the expres-
sion for cλλ′(x) in this expression. This form of the mapping
Hamiltonian will play a role in the subsequent discussion.

C. Expectation values

Our interest is in the computation of average values of ob-
servables, such as electronic state populations or coherence,
as a function of time. The expression for the expectation value
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we have

ṙλ = ∂Hm

∂pλ

, ṗλ = −∂Hm

∂rλ

, Ṙ = ∂Hm

∂P
,

Ṗ = −∂Hm

∂R
+ ¯

8ρP
m

∂h
λλ′

∂R

(
∂2

∂rλ′∂rλ

+ ∂2

∂pλ′∂pλ

)
ρP

m. (57)

The second term in the environmental momentum equation
couples the dynamics of all members of the ensemble since it
involves the phase space density.

B. Ensemble of independent trajectories

If the last term in the Ṗ equation is dropped we recover
simple Newtonian evolution equations:

drλ

dt
= ∂Hm

∂pλ

,
dpλ

dt
= −∂Hm

∂rλ

,

dR

dt
= ∂Hm

∂P
,

dP

dt
= −∂Hm

∂R
.

(58)

This result also follows from the fact that neglect of the last
term in the Ṗ equation corresponds to the neglect of the last
term in the formula for iLm in Eq. (47). Thus, in this approx-
imation

∂

∂t
ρP

m (X , t) =
{
Hm, ρP

m

}
X ≡ −iLPB

m ρP
m (X , t), (59)

which we call the Poisson bracket mapping equation (PBME).
Since the approximate evolution has a Poisson bracket form,
it admits a solution in characteristics and the corresponding
ordinary differential equations are those above in Eq. (58).12

In contrast to Eq. (52), in Appendix B we show that

∫
dX Bm(X )iLPB

m Pρm(X )

̸=
∫

dX Bm(X )PiLPB
m ρm(X ). (60)

Consequently, the Poisson bracket mapping operator iLPB
m

does not commute with the projection operator. Therefore, un-
like the evolution under the full MQCL operator, the evolution
prescribed by the PBM operator may take the dynamics out of
the physical space.

We also remark that although these equations of motion
have been derived from an approximation to QCL dynamics
in the mapping basis, they also appear in the semi-classical
path integral investigations of quantum dynamics by Stock
and Thoss15, 23 and in the linearized semiclassical-initial value
representation (LSC-IVR) of Miller.16, 19, 20 These results indi-
cate that LSC-IVR dynamics is closely related to this approxi-
mate form of the QCLE. Connections between QCL dynamics
and linearized path integral formulations have been discussed
in the literature.48, 49 The utility of this approximation to the
QCLE hinges on the form of the Hamiltonian and the manner
in which expectation values are computed. These issues are
also discussed in Sec. IV.

IV. DYNAMICAL INSTABILITIES IN APPROXIMATE
EVOLUTION EQUATIONS

In Sec. II B we showed that the mapping Hamiltonian,

Hm(X ) = H λλ′

W (X)cλλ′(x)

= H λλ′

W (X)
1

2¯ [rλrλ′ + pλpλ′

+i(rλpλ′ − rλ′pλ) − ¯δλλ′], (61)

could be written in the equivalent form given in Eq. (36),
provided the Hamiltonian operator appears inside the gλλ′ in-
tegral; i.e., is projected onto the physical space. In view of
Eq. (42), and its equivalence to Eq. (45), this condition is
satisfied for evolution under the MQCLE. Evolution under
MQCL dynamics is confined to the physical space and the
two forms of the Hamiltonian will yield equivalent results.
In this section we discuss instabilities that may arise in ap-
proximations to the MQCL as a result of the dynamics taking
the system outside of the physical space. Problems associated
with the lack of confinement to the physical space in other
mapping formulations have been discussed earlier, especially
in connection with the flow of zero point energy.22– 24 Here,
we reconsider some aspects of these issues in the context of
the QCL formulation.

While different forms of the mapping Hamiltonian are
equivalent in the mapping subspace, should the dynamics take
the system out of this space, the evolution generated by the
different Hamiltonian forms will not be the same. Indeed, de-
pending on precise form of the dynamics, instabilities can
arise that depend on the form of the Hamiltonian that is em-
ployed. In particular, from the structure of Hm in Eq. (61), one
can see that it is possible to encounter “inverted” potentials
if the quantity in square brackets is negative. This problem
has appeared in approximate schemes based on the mapping
formulation and suggestions for its partial remedy have been
suggested.15, 26, 28 Such investigations have led to the observa-
tion that the form of Hm in Eq. (36), where the resolution of
the identity is used to simplify the Hamiltonian form, provides
the best results.

Even if such inverted potentials are not present at the ini-
tial phase points of the trajectories representing the evolution
of the density matrix, they may still arise in the course of
approximate evolution that may take the system outside the
physical space; for example, under PBME dynamics. To in-
vestigate the conditions under which unstable dynamics ap-
pear, consider systems that have localized regions of strong
coupling among diabatic states and asymptotic regions where
such coupling vanishes. The Hamiltonian matrix is approxi-
mately diagonal in the asymptotic regions and in such regions
Hm takes the form

Hm ∼ P 2

2M
+ V0(R) +

∑

λ

h
λλ

%λ ≡ P 2

2M
+ Vasy, (62)

where we have defined %λ = 1
2¯ (r2

λ + p2
λ). The second equal-

ity defines the effective asymptotic potential energy Vasy.
Since {%λ,Hm}X = 0, the %λ are conserved in the asymptotic
regions and can be considered constants.
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An analogous set of relations apply to the matrix
elements of the density operator, ρλλ′

W (X) = ⟨λ|ρ̂W (X)|λ′⟩
= ⟨mλ|ρ̂m(X)|mλ′ ⟩, where ρ̂m(X) = ρλλ′

W (X)â†
λâλ′ . Taking the

Wigner transform of ρ̂m(X) we find

ρm(X ) = 1
(2π¯)N

∫
dz eipz/¯

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉

= 1
(2π¯)N ρλλ′

W (X)cλλ′(x). (22)

Likewise, starting from the expression for the projected den-
sity,

ρ̂P
m (X) = |mλ⟩⟨mλ|ρ̂m(X)|mλ′ ⟩⟨mλ′ |

= |mλ⟩ρλλ′

W (X)⟨mλ′ |, (23)

its Wigner transform is

ρP
m (X ) = 1

(2π¯)N
∫

dp eipz/¯
〈
r − z

2

∣∣∣∣ρ̂
P
m (X)

∣∣∣∣r + z

2

〉

= Pρm(X ), (24)

which, repeating the steps that gave Eq. (19), yields

ρP
m (X ) = ρλλ′

W (X)gλ′λ(x). (25)

Following the analysis given above that led to Eq. (9) for an
operator, and using the relation

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉
=

∫
dp e− ipz/¯ρm(X ), (26)

the evaluation of ρλλ′

W (X) = ⟨mλ|ρ̂m(X)|mλ′ ⟩ leads to

ρλλ′

W (X) = (2π¯)N
∫

dx gλλ′(x)ρm(X )

= (2π¯)N
∫

dx gλλ′(x)ρP
m (X ). (27)

These relations allow one to transform operators ex-
pressed in the subsystem basis to Wigner representations of
operators in the basis of mapping states. The projected forms
of the mapping operators and densities confine these quanti-
ties to the physical space and this feature plays an important
role in the discussions of the nature of dynamics using the
mapping basis. We now show how these relations enter the
expressions for expectation values and evolution equations.

B. Forms of operators in the mapping subspace

We first consider the equivalent forms that operators take,
provided they are confined to the physical mapping space.
Since

⟨mλ|
∑

ν

â†
ν âν |mλ′ ⟩ = ⟨mλ|mλ′ ⟩, (28)

∑
ν â†

ν âν is an identity operator in the mapping space. (Here
we include the explicit summation on mapping states for clar-
ity.) Using the definition of gλλ′(x) in Eq. (10), we may write
the right side of Eq. (28) as

⟨mλ|mλ′ ⟩ =
∫

dx gλλ′(x). (29)

The left side may be evaluated by inserting complete sets
of coordinate states and taking Wigner transforms so that an
equivalent form for Eq. (28) is

∫
dx gλλ′(x)

∑

ν

cνν(x) =
∫

dx gλλ′(x). (30)

Thus, we see that

∑

ν

cνν(x) = 1
2¯

∑

ν

(
r2
ν + p2

ν − ¯
)

= 1, (31)

provided it lies inside the gλλ′(x) integral.
This result has implications for the form of operators in

the mapping basis. The matrix elements of an operator B̂W (X)
in the subsystem basis may always be written as a sum of trace
and traceless contributions,

Bλλ′

W (X) = δλλ′(TrBW )/N + B
λλ′

W (X), (32)

where B
λλ′

W (X) is traceless. Inserting this expression into
Eq. (14) for Bm(X ), we obtain

Bm(X ) = (Tr BW )/N + B
λλ′

W (X)cλλ′(x), (33)

provided Bm(X ) appears inside the gλλ′(x) integral. Note that
all subsystem matrix elements are of this form in view of
Eq. (9). Here, cλλ′(x) = 1

2¯ [rλrλ′ + pλpλ′ + i(rλpλ′ − rλ′pλ)]
is the traceless form of cλλ′ (x).

As a special case of these results, we can write the map-
ping Hamiltonian, Hm(X ) = H λλ′

W (X)cλλ′ (x) in a convenient
form. The Hamiltonian matrix elements are given by

H λλ′

W (X) = He(X)δλλ′ + ϵλδλλ′ + V λλ′

c (R)

≡ He(X)δλλ′ + hλλ′
(R), (34)

which can be written as a sum of trace and traceless contribu-
tions,

H λλ′

W (X) = (He(X) + (Tr h)/N)δλλ′ + h
λλ′

(R)

≡ H0(X)δλλ′ + h
λλ′

(R). (35)

The Hamiltonian H0 can be written as H0 ≡ P2/2M + V0(R).
From this form for H λλ′

W , it follows that

Hm(X ) = P 2

2M
+ V0(R) + 1

2¯h
λλ′

(R)(rλrλ′ + pλpλ′),

(36)
again, when it appears inside integrals with gλλ′(x). We have
used the fact that h

λλ′

is symmetric to simplify the expres-
sion for cλλ′(x) in this expression. This form of the mapping
Hamiltonian will play a role in the subsequent discussion.

C. Expectation values

Our interest is in the computation of average values of ob-
servables, such as electronic state populations or coherence,
as a function of time. The expression for the expectation value

Mapping - QCLE
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we have

ṙλ = ∂Hm

∂pλ

, ṗλ = −∂Hm

∂rλ

, Ṙ = ∂Hm

∂P
,

Ṗ = −∂Hm

∂R
+ ¯

8ρP
m

∂h
λλ′

∂R

(
∂2

∂rλ′∂rλ

+ ∂2

∂pλ′∂pλ

)
ρP

m. (57)

The second term in the environmental momentum equation
couples the dynamics of all members of the ensemble since it
involves the phase space density.

B. Ensemble of independent trajectories

If the last term in the Ṗ equation is dropped we recover
simple Newtonian evolution equations:

drλ

dt
= ∂Hm

∂pλ

,
dpλ

dt
= −∂Hm

∂rλ

,

dR

dt
= ∂Hm

∂P
,

dP

dt
= −∂Hm

∂R
.

(58)

This result also follows from the fact that neglect of the last
term in the Ṗ equation corresponds to the neglect of the last
term in the formula for iLm in Eq. (47). Thus, in this approx-
imation

∂

∂t
ρP

m (X , t) =
{
Hm, ρP

m

}
X ≡ −iLPB

m ρP
m (X , t), (59)

which we call the Poisson bracket mapping equation (PBME).
Since the approximate evolution has a Poisson bracket form,
it admits a solution in characteristics and the corresponding
ordinary differential equations are those above in Eq. (58).12

In contrast to Eq. (52), in Appendix B we show that

∫
dX Bm(X )iLPB

m Pρm(X )

̸=
∫

dX Bm(X )PiLPB
m ρm(X ). (60)

Consequently, the Poisson bracket mapping operator iLPB
m

does not commute with the projection operator. Therefore, un-
like the evolution under the full MQCL operator, the evolution
prescribed by the PBM operator may take the dynamics out of
the physical space.

We also remark that although these equations of motion
have been derived from an approximation to QCL dynamics
in the mapping basis, they also appear in the semi-classical
path integral investigations of quantum dynamics by Stock
and Thoss15, 23 and in the linearized semiclassical-initial value
representation (LSC-IVR) of Miller.16, 19, 20 These results indi-
cate that LSC-IVR dynamics is closely related to this approxi-
mate form of the QCLE. Connections between QCL dynamics
and linearized path integral formulations have been discussed
in the literature.48, 49 The utility of this approximation to the
QCLE hinges on the form of the Hamiltonian and the manner
in which expectation values are computed. These issues are
also discussed in Sec. IV.

IV. DYNAMICAL INSTABILITIES IN APPROXIMATE
EVOLUTION EQUATIONS

In Sec. II B we showed that the mapping Hamiltonian,

Hm(X ) = H λλ′

W (X)cλλ′(x)

= H λλ′

W (X)
1

2¯ [rλrλ′ + pλpλ′

+i(rλpλ′ − rλ′pλ) − ¯δλλ′], (61)

could be written in the equivalent form given in Eq. (36),
provided the Hamiltonian operator appears inside the gλλ′ in-
tegral; i.e., is projected onto the physical space. In view of
Eq. (42), and its equivalence to Eq. (45), this condition is
satisfied for evolution under the MQCLE. Evolution under
MQCL dynamics is confined to the physical space and the
two forms of the Hamiltonian will yield equivalent results.
In this section we discuss instabilities that may arise in ap-
proximations to the MQCL as a result of the dynamics taking
the system outside of the physical space. Problems associated
with the lack of confinement to the physical space in other
mapping formulations have been discussed earlier, especially
in connection with the flow of zero point energy.22– 24 Here,
we reconsider some aspects of these issues in the context of
the QCL formulation.

While different forms of the mapping Hamiltonian are
equivalent in the mapping subspace, should the dynamics take
the system out of this space, the evolution generated by the
different Hamiltonian forms will not be the same. Indeed, de-
pending on precise form of the dynamics, instabilities can
arise that depend on the form of the Hamiltonian that is em-
ployed. In particular, from the structure of Hm in Eq. (61), one
can see that it is possible to encounter “inverted” potentials
if the quantity in square brackets is negative. This problem
has appeared in approximate schemes based on the mapping
formulation and suggestions for its partial remedy have been
suggested.15, 26, 28 Such investigations have led to the observa-
tion that the form of Hm in Eq. (36), where the resolution of
the identity is used to simplify the Hamiltonian form, provides
the best results.

Even if such inverted potentials are not present at the ini-
tial phase points of the trajectories representing the evolution
of the density matrix, they may still arise in the course of
approximate evolution that may take the system outside the
physical space; for example, under PBME dynamics. To in-
vestigate the conditions under which unstable dynamics ap-
pear, consider systems that have localized regions of strong
coupling among diabatic states and asymptotic regions where
such coupling vanishes. The Hamiltonian matrix is approxi-
mately diagonal in the asymptotic regions and in such regions
Hm takes the form

Hm ∼ P 2

2M
+ V0(R) +

∑

λ

h
λλ

%λ ≡ P 2

2M
+ Vasy, (62)

where we have defined %λ = 1
2¯ (r2

λ + p2
λ). The second equal-

ity defines the effective asymptotic potential energy Vasy.
Since {%λ,Hm}X = 0, the %λ are conserved in the asymptotic
regions and can be considered constants.
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An analogous set of relations apply to the matrix
elements of the density operator, ρλλ′

W (X) = ⟨λ|ρ̂W (X)|λ′⟩
= ⟨mλ|ρ̂m(X)|mλ′ ⟩, where ρ̂m(X) = ρλλ′

W (X)â†
λâλ′ . Taking the

Wigner transform of ρ̂m(X) we find

ρm(X ) = 1
(2π¯)N

∫
dz eipz/¯

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉

= 1
(2π¯)N ρλλ′

W (X)cλλ′(x). (22)

Likewise, starting from the expression for the projected den-
sity,

ρ̂P
m (X) = |mλ⟩⟨mλ|ρ̂m(X)|mλ′ ⟩⟨mλ′ |

= |mλ⟩ρλλ′

W (X)⟨mλ′ |, (23)

its Wigner transform is

ρP
m (X ) = 1

(2π¯)N
∫

dp eipz/¯
〈
r − z

2

∣∣∣∣ρ̂
P
m (X)

∣∣∣∣r + z

2

〉

= Pρm(X ), (24)

which, repeating the steps that gave Eq. (19), yields

ρP
m (X ) = ρλλ′

W (X)gλ′λ(x). (25)

Following the analysis given above that led to Eq. (9) for an
operator, and using the relation

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉
=

∫
dp e− ipz/¯ρm(X ), (26)

the evaluation of ρλλ′

W (X) = ⟨mλ|ρ̂m(X)|mλ′ ⟩ leads to

ρλλ′

W (X) = (2π¯)N
∫

dx gλλ′(x)ρm(X )

= (2π¯)N
∫

dx gλλ′(x)ρP
m (X ). (27)

These relations allow one to transform operators ex-
pressed in the subsystem basis to Wigner representations of
operators in the basis of mapping states. The projected forms
of the mapping operators and densities confine these quanti-
ties to the physical space and this feature plays an important
role in the discussions of the nature of dynamics using the
mapping basis. We now show how these relations enter the
expressions for expectation values and evolution equations.

B. Forms of operators in the mapping subspace

We first consider the equivalent forms that operators take,
provided they are confined to the physical mapping space.
Since

⟨mλ|
∑

ν

â†
ν âν |mλ′ ⟩ = ⟨mλ|mλ′ ⟩, (28)

∑
ν â†

ν âν is an identity operator in the mapping space. (Here
we include the explicit summation on mapping states for clar-
ity.) Using the definition of gλλ′(x) in Eq. (10), we may write
the right side of Eq. (28) as

⟨mλ|mλ′ ⟩ =
∫

dx gλλ′(x). (29)

The left side may be evaluated by inserting complete sets
of coordinate states and taking Wigner transforms so that an
equivalent form for Eq. (28) is

∫
dx gλλ′(x)

∑

ν

cνν(x) =
∫

dx gλλ′(x). (30)

Thus, we see that

∑

ν

cνν(x) = 1
2¯

∑

ν

(
r2
ν + p2

ν − ¯
)

= 1, (31)

provided it lies inside the gλλ′(x) integral.
This result has implications for the form of operators in

the mapping basis. The matrix elements of an operator B̂W (X)
in the subsystem basis may always be written as a sum of trace
and traceless contributions,

Bλλ′

W (X) = δλλ′(TrBW )/N + B
λλ′

W (X), (32)

where B
λλ′

W (X) is traceless. Inserting this expression into
Eq. (14) for Bm(X ), we obtain

Bm(X ) = (Tr BW )/N + B
λλ′

W (X)cλλ′(x), (33)

provided Bm(X ) appears inside the gλλ′(x) integral. Note that
all subsystem matrix elements are of this form in view of
Eq. (9). Here, cλλ′(x) = 1

2¯ [rλrλ′ + pλpλ′ + i(rλpλ′ − rλ′pλ)]
is the traceless form of cλλ′ (x).

As a special case of these results, we can write the map-
ping Hamiltonian, Hm(X ) = H λλ′

W (X)cλλ′ (x) in a convenient
form. The Hamiltonian matrix elements are given by

H λλ′

W (X) = He(X)δλλ′ + ϵλδλλ′ + V λλ′

c (R)

≡ He(X)δλλ′ + hλλ′
(R), (34)

which can be written as a sum of trace and traceless contribu-
tions,

H λλ′

W (X) = (He(X) + (Tr h)/N)δλλ′ + h
λλ′

(R)

≡ H0(X)δλλ′ + h
λλ′

(R). (35)

The Hamiltonian H0 can be written as H0 ≡ P2/2M + V0(R).
From this form for H λλ′

W , it follows that

Hm(X ) = P 2

2M
+ V0(R) + 1

2¯h
λλ′

(R)(rλrλ′ + pλpλ′),

(36)
again, when it appears inside integrals with gλλ′(x). We have
used the fact that h

λλ′

is symmetric to simplify the expres-
sion for cλλ′(x) in this expression. This form of the mapping
Hamiltonian will play a role in the subsequent discussion.

C. Expectation values

Our interest is in the computation of average values of ob-
servables, such as electronic state populations or coherence,
as a function of time. The expression for the expectation value
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An analogous set of relations apply to the matrix
elements of the density operator, ρλλ′

W (X) = ⟨λ|ρ̂W (X)|λ′⟩
= ⟨mλ|ρ̂m(X)|mλ′ ⟩, where ρ̂m(X) = ρλλ′

W (X)â†
λâλ′ . Taking the

Wigner transform of ρ̂m(X) we find

ρm(X ) = 1
(2π¯)N

∫
dz eipz/¯

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉

= 1
(2π¯)N ρλλ′

W (X)cλλ′(x). (22)

Likewise, starting from the expression for the projected den-
sity,

ρ̂P
m (X) = |mλ⟩⟨mλ|ρ̂m(X)|mλ′ ⟩⟨mλ′ |

= |mλ⟩ρλλ′

W (X)⟨mλ′ |, (23)

its Wigner transform is

ρP
m (X ) = 1

(2π¯)N
∫

dp eipz/¯
〈
r − z

2

∣∣∣∣ρ̂
P
m (X)

∣∣∣∣r + z

2

〉

= Pρm(X ), (24)

which, repeating the steps that gave Eq. (19), yields

ρP
m (X ) = ρλλ′

W (X)gλ′λ(x). (25)

Following the analysis given above that led to Eq. (9) for an
operator, and using the relation

〈
r − z

2

∣∣∣∣ρ̂m(X)
∣∣∣∣r + z

2

〉
=

∫
dp e− ipz/¯ρm(X ), (26)

the evaluation of ρλλ′

W (X) = ⟨mλ|ρ̂m(X)|mλ′ ⟩ leads to

ρλλ′

W (X) = (2π¯)N
∫

dx gλλ′(x)ρm(X )

= (2π¯)N
∫

dx gλλ′(x)ρP
m (X ). (27)

These relations allow one to transform operators ex-
pressed in the subsystem basis to Wigner representations of
operators in the basis of mapping states. The projected forms
of the mapping operators and densities confine these quanti-
ties to the physical space and this feature plays an important
role in the discussions of the nature of dynamics using the
mapping basis. We now show how these relations enter the
expressions for expectation values and evolution equations.

B. Forms of operators in the mapping subspace

We first consider the equivalent forms that operators take,
provided they are confined to the physical mapping space.
Since

⟨mλ|
∑

ν

â†
ν âν |mλ′ ⟩ = ⟨mλ|mλ′ ⟩, (28)

∑
ν â†

ν âν is an identity operator in the mapping space. (Here
we include the explicit summation on mapping states for clar-
ity.) Using the definition of gλλ′(x) in Eq. (10), we may write
the right side of Eq. (28) as

⟨mλ|mλ′ ⟩ =
∫

dx gλλ′(x). (29)

The left side may be evaluated by inserting complete sets
of coordinate states and taking Wigner transforms so that an
equivalent form for Eq. (28) is

∫
dx gλλ′(x)

∑

ν

cνν(x) =
∫

dx gλλ′(x). (30)

Thus, we see that

∑

ν

cνν(x) = 1
2¯

∑

ν

(
r2
ν + p2

ν − ¯
)

= 1, (31)

provided it lies inside the gλλ′(x) integral.
This result has implications for the form of operators in

the mapping basis. The matrix elements of an operator B̂W (X)
in the subsystem basis may always be written as a sum of trace
and traceless contributions,

Bλλ′

W (X) = δλλ′(TrBW )/N + B
λλ′

W (X), (32)

where B
λλ′

W (X) is traceless. Inserting this expression into
Eq. (14) for Bm(X ), we obtain

Bm(X ) = (Tr BW )/N + B
λλ′

W (X)cλλ′(x), (33)

provided Bm(X ) appears inside the gλλ′(x) integral. Note that
all subsystem matrix elements are of this form in view of
Eq. (9). Here, cλλ′(x) = 1

2¯ [rλrλ′ + pλpλ′ + i(rλpλ′ − rλ′pλ)]
is the traceless form of cλλ′ (x).

As a special case of these results, we can write the map-
ping Hamiltonian, Hm(X ) = H λλ′

W (X)cλλ′ (x) in a convenient
form. The Hamiltonian matrix elements are given by

H λλ′

W (X) = He(X)δλλ′ + ϵλδλλ′ + V λλ′

c (R)

≡ He(X)δλλ′ + hλλ′
(R), (34)

which can be written as a sum of trace and traceless contribu-
tions,

H λλ′

W (X) = (He(X) + (Tr h)/N)δλλ′ + h
λλ′

(R)

≡ H0(X)δλλ′ + h
λλ′

(R). (35)

The Hamiltonian H0 can be written as H0 ≡ P2/2M + V0(R).
From this form for H λλ′

W , it follows that

Hm(X ) = P 2

2M
+ V0(R) + 1

2¯h
λλ′

(R)(rλrλ′ + pλpλ′),

(36)
again, when it appears inside integrals with gλλ′(x). We have
used the fact that h

λλ′

is symmetric to simplify the expres-
sion for cλλ′(x) in this expression. This form of the mapping
Hamiltonian will play a role in the subsequent discussion.

C. Expectation values

Our interest is in the computation of average values of ob-
servables, such as electronic state populations or coherence,
as a function of time. The expression for the expectation value
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of a general observable B̂W (X) is

B(t) =
∫

dX Tr (B̂W (X)ρ̂W (X, t))

=
∫

dX Bλλ′

W (X)ρλ′λ
W (X, t) =

∫
dX Bλλ′

W (X, t)ρλ′λ
W (X),

(37)

where the trace is taken in the quantum subsystem space. In
the last line the time dependence has been moved from the
density matrix to the operator, which also satisfies the QCLE.

The expression for the expectation value can be written
in the mapping basis using the results in Subsection II A. For
example, using Eq. (9) and the first line of Eq. (27) we find

B(t) =
∫

dX

[ ∫
dx Bm(X , t)gλλ′(x)

]

×
[

(2π¯)N
∫

dx ′ gλ′λ(x ′)ρm(x ′, X)
]

=
∫

dX Bm(X , t)ρP
m (X ) =

∫
dX BP

m (X , t)ρm(X ),

(38)

where we have made use of the definition of the projection op-
erator in Eq. (17) in writing the second equality. The projec-
tion operator can instead be applied to the observable in view
of the symmetry in the expression and the resulting form is
given in the last equality. We may write other equivalent forms
for the expectation value. Starting from the second equality in
Eq. (37) involving the time evolved density and the time in-
dependent operator, we obtain

B(t) =
∫

dX Bm(X )ρP
m (X , t)

=
∫

dX BP
m (X )ρm(X , t). (39)

From a computational point of view, the penultimate equality
in Eq. (38) is most convenient since its evaluation entails sam-
pling from the initial value of the projected density and time
evolution of the operator.

D. Equations of motion

The most convenient form of the expectation value
requires a knowledge of Bm(X , t) = Bλλ′

W (X, t)cλλ′(x). Of
course, if the solution to the QCLE in the subsystem basis,
Bλλ′

W (X, t), is known, this definition can be used directly to
construct Bm(X , t); however, the utility of the mapping basis
representation lies in the fact that one can construct and solve
the equation of motion for Bm(X , t) directly. The derivation
of the evolution equation was given earlier.12 Here, we derive
the evolution equations by taking account of the properties of
mapping operators under integrals of gλλ′(x) in order to make
connection with the projected forms of operators and densi-
ties. This will allow us to explore the domain of validity of
the resulting equations.

The QCLE for an observable is expressed in the subsys-
tem basis by taking matrix elements of the abstract equation

dB̂W (t)/dt = iL̂B̂W (t) with iL̂ defined in Eq. (2):

d

dt
⟨λ|B̂W (X, t)|λ′⟩ = − i

¯ ⟨λ|[ĤW , B̂W (X, t)]|λ′⟩

+ 1
2
⟨λ|({ĤW , B̂W (X, t)} − {B̂W (X, t), ĤW })|λ′⟩. (40)

We may write this equation in terms of mapping variables us-
ing Eq. (9) as
∫

dx gλλ′(x)
d

dt
Bm(X , t)

=
∫

dx gλλ′(x)
(

− i

¯ ([ĤW , B̂W (X, t)])m(X , t)

+1
2

({ĤW , B̂W (X, t)} − {B̂W (X, t), ĤW })m(X , t)
)

. (41)

The mapping variables occur inside integrals of gλλ′(x) inte-
gral; i.e., they are projected onto the space of mapping states.
Since the commutator and Poisson bracket terms in this equa-
tion involve products of operators, we must obtain the map-
ping form for a product of operators ÂW (X)B̂W (X). The most
direct way to make this transformation is to consider the prod-
uct of operators as they appear in the subsystem basis and then
use Eq. (9) for each matrix element:

Aλν
W (X)Bνλ′

W (X) =
∫

dx Am(x,X)gλν(x)

×
∫

dx ′ gνλ′(x ′)Bm(x ′, X). (42)

This expression does not lead to a useful form for the equa-
tions of motion. Instead we may write

Aλν
W (X)Bνλ′

W (X) = ⟨λ|ÂW (X)B̂W (X)|λ′⟩

= ⟨mλ|Âm(X)B̂m(X)|mλ′ ⟩

=
∫

dx gλλ′(x)(Âm(X)B̂m(X))W (X ). (43)

Given that the Wigner transform of a product of operators is

(Âm(X)B̂m(X))W = Am(x,X)e¯%m/2iBm(x,X), (44)

where %m = ←−∇p · −→∇r − ←−∇r · −→∇p is the negative of the Poisson
bracket operator on the mapping phase space coordinates, we
obtain

Aλν
W (X)Bνλ′

W (X) =
∫

dx gλλ′(x)(Am(X )e¯%m/2iBm(X )).

(45)

In Appendix A we establish the equality between this form
for the matrix product and that given in Eq. (42). Inserting this
result into Eq. (41), expanding the exponential operator, and
noting that the mapping Hamiltonian is a quadratic function
of the mapping phase space coordinates, we obtain (details of
the derivation are given in Ref. 12)

∫
dx gλλ′(x)

(
d

dt
Bm(X , t) = iLmBm(X , t)

)
, (46)

where the MQCL operator is given by the sum of two contri-
butions:

iLm = iLPB
m + iL′

m. (47)

084101-5 Mapping quantum-classical Liouville equation J. Chem. Phys. 136, 084101 (2012)

of a general observable B̂W (X) is

B(t) =
∫

dX Tr (B̂W (X)ρ̂W (X, t))

=
∫

dX Bλλ′

W (X)ρλ′λ
W (X, t) =

∫
dX Bλλ′

W (X, t)ρλ′λ
W (X),

(37)

where the trace is taken in the quantum subsystem space. In
the last line the time dependence has been moved from the
density matrix to the operator, which also satisfies the QCLE.

The expression for the expectation value can be written
in the mapping basis using the results in Subsection II A. For
example, using Eq. (9) and the first line of Eq. (27) we find

B(t) =
∫

dX

[ ∫
dx Bm(X , t)gλλ′(x)

]

×
[

(2π¯)N
∫

dx ′ gλ′λ(x ′)ρm(x ′, X)
]

=
∫

dX Bm(X , t)ρP
m (X ) =

∫
dX BP

m (X , t)ρm(X ),

(38)

where we have made use of the definition of the projection op-
erator in Eq. (17) in writing the second equality. The projec-
tion operator can instead be applied to the observable in view
of the symmetry in the expression and the resulting form is
given in the last equality. We may write other equivalent forms
for the expectation value. Starting from the second equality in
Eq. (37) involving the time evolved density and the time in-
dependent operator, we obtain

B(t) =
∫

dX Bm(X )ρP
m (X , t)

=
∫

dX BP
m (X )ρm(X , t). (39)

From a computational point of view, the penultimate equality
in Eq. (38) is most convenient since its evaluation entails sam-
pling from the initial value of the projected density and time
evolution of the operator.
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We may write this equation in terms of mapping variables us-
ing Eq. (9) as
∫

dx gλλ′(x)
d

dt
Bm(X , t)

=
∫

dx gλλ′(x)
(

− i
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= ⟨mλ|Âm(X)B̂m(X)|mλ′ ⟩

=
∫

dx gλλ′(x)(Âm(X)B̂m(X))W (X ). (43)

Given that the Wigner transform of a product of operators is
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({ĤW , B̂W (X, t)} − {B̂W (X, t), ĤW })m(X , t)
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=
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for the matrix product and that given in Eq. (42). Inserting this
result into Eq. (41), expanding the exponential operator, and
noting that the mapping Hamiltonian is a quadratic function
of the mapping phase space coordinates, we obtain (details of
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ori. tA more detailed discussion of the possible combinations of
phase-space representations and electronic initial conditions can
be found in our recent work.20

An observable commonly computed using quasiclassical meth-
ods is the population of a given electronic state, |ni, given that
the system was initially in a pure state, |mi, which, in quantum
mechanics is given by

Pn m(t) = Tr


r̂b |mihm|ei Ĥt |nihn|e� i Ĥt

�
, (9)

where r̂b is a density matrix which defines the initial state of
the nuclei, normalised such that the trace over bath DoFs only
is Trb[r̂b] = 1.

2.2 Traceless projection operators
There are two difference between phase-space representations
shown in Eq. 7a and Eq. 7b: The factor of f , which is only present
in ASEO

n , and the differing constant terms, which are related to
zero-point energy. The origin of the latter is that both the pro-
jected and unprojected forms of |nihn| have a non-zero trace. We
propose a form of the quantum population operator in which the
trace is shifted to the identity operator, which in turn is treated
using knowledge of exact quantum mechanics.20 The aim is to
arrive at a phase space representation of the quantum population
operator which does not contain zero-point energy terms.

There is a unique expansion of the population operator |nihn|,
such that:

|nihn|= 1

S

✓
Î+ Q̂n

◆
, (10)

where Î = ÂS
m=1

|mihm| is the identity operator, and Q̂n is, by de-
sign, traceless,

Q̂n = (S�1) |nihn|�
S

Â
m6=n

|mihm| . (11)

Note that in a two-level system, this operator is the Pauli spin ma-
trix, i.e. Q̂1 = ŝz, such that |1ih1|= (Î+ ŝz)/2, which was used in
our previous work.20 Substituting this definition for the quantum
population operator into Eq. 9 and expanding yields

Pn m(t) =
1

S2

✓
S+Tr

h
r̂bÎe

i Ĥt Q̂ne
� i Ĥt

i
+Tr

h
r̂bQ̂me

i Ĥt Q̂ne
� i Ĥt

i◆
,

(12)
where we have used Tr[r̂bQ̂m] = 0 and Tr[r̂bÎ] = S. The final two
terms in this expression are quantum correlation functions which
can be approximated by well-known linearised semiclassical dy-
namics methods.

Following the standard quasiclassical procedure, in order to
calculate the value of the population operator given in Eq. 12, we
Wigner transform the operators in these two constituent corre-
lation functions. The phase-space representation of the traceless
operator Q̂n is

Qn(X,P) =
1

2


(S�1)(X2

n +P2

n )�
S

Â
m6=n

(X2

m +P2

m)

�
. (13)

If we had performed the Wigner transform on the projected op-

erator, the phase-space representation is simply Qn(X ,P)f(X ,P).
Note that either expression contains no constant terms which play
the role of ZPE-parameters.

It would be possible to arrive at a phase-space representation of
the identity operator via similar Wigner transforms. We however
suggested in our previous work,20 that we can instead use our
understanding of its behaviour in quantum mechanics, which is
to leave its operand unchanged, we simply avoid computing it
directly.

Starting from the exact expression for P̂n m(t) in Eq. 12, we
thus arrive at our final quasiclassical expression for the population
of electronic state |ni, assuming the system was initially in state
|mi,

Pn m(t)⇡
1

S2

✓
S+CIQn(t)+CQmQn(t)

◆
(14)

the constituent correlation functions CIQn and CQmQn being

CIQn(t) =
⌦
f a(X,P)Qn(X(t),P(t))

↵
(15a)

CQmQn(t) = hf
a(X,P)Qm(X,P)Qn(X(t),P(t))i . (15b)

Note that we can include the factors of f(X,P) at time zero, be-
cause this function is constant over the course of any trajectory
evolving under the Hamiltonian H , given in Eq. 4. These two
constituent correlation functions can be calculated for all val-
ues of m and n in a single simulation. Note that depending on
whether the projected or unprojected form of Q̂m and Q̂n were
Wigner transformed, either one, a = 1, or two, a = 2, factors of
f(X,P) are present. Just as in LSC-IVR10 and PBME,12 the values
of these constituent correlation functions, and therefore Pn m(t),
are exact in the limit of t = 0.

2.3 Traditional linearised semiclassical

The question whether to project either of the two population op-
erators in Eq. 9 prior to Wigner transforming, leads to a number
of different quasiclassical approaches, each formally derivable.
Two traditionally popular choices of the operators and initial
conditions result in the Poisson bracket mapping equation12,21

(PBME) and the linearized semiclassical initial value representa-
tion10 (LSC-IVR) methods. LSC-IVR commonly involves project-
ing both operators prior to Wigner transforming them, i.e. using
|mihm| 7! ASEO

m (X,P) and |nihn| 7! ASEO
n (X,P). The Wigner trans-

form of each operator yields, as per Eq. 7b, a factor of f(X,P).
Initial conditions for the mapping variables are therefore sam-
pled from f 2. In PBME on the other hand, traditionally only the
operator for the initial population is Wigner transformed in its
projected from. The operators are therefore |mihm| 7! ASEO

m (X,P)

and |nihn| 7! Aw
n (X,P). Only the transform with the SEO projec-

tion of |mihm| yields a factor of f(X,P). Consequently, electronic
initial conditions are sampled from f . Using these definitions, the
electronic population can be calculated from

PPBME
n m (t) =

D
ASEO

m (X ,P)Aw
n (X(t),P(t))

E
(16a)

PLSCIVR
n m (t) =

D
ASEO

m (X ,P)ASEO
n (X(t),P(t))

E
(16b)
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ori. tA more detailed discussion of the possible combinations of
phase-space representations and electronic initial conditions can
be found in our recent work.20

An observable commonly computed using quasiclassical meth-
ods is the population of a given electronic state, |ni, given that
the system was initially in a pure state, |mi, which, in quantum
mechanics is given by
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r̂b |mihm|ei Ĥt |nihn|e� i Ĥt
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where r̂b is a density matrix which defines the initial state of
the nuclei, normalised such that the trace over bath DoFs only
is Trb[r̂b] = 1.

2.2 Traceless projection operators
There are two difference between phase-space representations
shown in Eq. 7a and Eq. 7b: The factor of f , which is only present
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n , and the differing constant terms, which are related to
zero-point energy. The origin of the latter is that both the pro-
jected and unprojected forms of |nihn| have a non-zero trace. We
propose a form of the quantum population operator in which the
trace is shifted to the identity operator, which in turn is treated
using knowledge of exact quantum mechanics.20 The aim is to
arrive at a phase space representation of the quantum population
operator which does not contain zero-point energy terms.

There is a unique expansion of the population operator |nihn|,
such that:
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trix, i.e. Q̂1 = ŝz, such that |1ih1|= (Î+ ŝz)/2, which was used in
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where we have used Tr[r̂bQ̂m] = 0 and Tr[r̂bÎ] = S. The final two
terms in this expression are quantum correlation functions which
can be approximated by well-known linearised semiclassical dy-
namics methods.

Following the standard quasiclassical procedure, in order to
calculate the value of the population operator given in Eq. 12, we
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If we had performed the Wigner transform on the projected op-

erator, the phase-space representation is simply Qn(X ,P)f(X ,P).
Note that either expression contains no constant terms which play
the role of ZPE-parameters.

It would be possible to arrive at a phase-space representation of
the identity operator via similar Wigner transforms. We however
suggested in our previous work,20 that we can instead use our
understanding of its behaviour in quantum mechanics, which is
to leave its operand unchanged, we simply avoid computing it
directly.

Starting from the exact expression for P̂n m(t) in Eq. 12, we
thus arrive at our final quasiclassical expression for the population
of electronic state |ni, assuming the system was initially in state
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2.3 Traditional linearised semiclassical
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namics methods.
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erator, the phase-space representation is simply Qn(X ,P)f(X ,P).
Note that either expression contains no constant terms which play
the role of ZPE-parameters.

It would be possible to arrive at a phase-space representation of
the identity operator via similar Wigner transforms. We however
suggested in our previous work,20 that we can instead use our
understanding of its behaviour in quantum mechanics, which is
to leave its operand unchanged, we simply avoid computing it
directly.

Starting from the exact expression for P̂n m(t) in Eq. 12, we
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r̂b |mihm|ei Ĥt |nihn|e� i Ĥt
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Î+ Q̂n

◆
, (10)

where Î = ÂS
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i Ĥt Q̂ne
� i Ĥt
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i◆
,

(12)
where we have used Tr[r̂bQ̂m] = 0 and Tr[r̂bÎ] = S. The final two
terms in this expression are quantum correlation functions which
can be approximated by well-known linearised semiclassical dy-
namics methods.

Following the standard quasiclassical procedure, in order to
calculate the value of the population operator given in Eq. 12, we
Wigner transform the operators in these two constituent corre-
lation functions. The phase-space representation of the traceless
operator Q̂n is
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If we had performed the Wigner transform on the projected op-

erator, the phase-space representation is simply Qn(X ,P)f(X ,P).
Note that either expression contains no constant terms which play
the role of ZPE-parameters.

It would be possible to arrive at a phase-space representation of
the identity operator via similar Wigner transforms. We however
suggested in our previous work,20 that we can instead use our
understanding of its behaviour in quantum mechanics, which is
to leave its operand unchanged, we simply avoid computing it
directly.

Starting from the exact expression for P̂n m(t) in Eq. 12, we
thus arrive at our final quasiclassical expression for the population
of electronic state |ni, assuming the system was initially in state
|mi,
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the constituent correlation functions CIQn and CQmQn being
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Note that we can include the factors of f(X,P) at time zero, be-
cause this function is constant over the course of any trajectory
evolving under the Hamiltonian H , given in Eq. 4. These two
constituent correlation functions can be calculated for all val-
ues of m and n in a single simulation. Note that depending on
whether the projected or unprojected form of Q̂m and Q̂n were
Wigner transformed, either one, a = 1, or two, a = 2, factors of
f(X,P) are present. Just as in LSC-IVR10 and PBME,12 the values
of these constituent correlation functions, and therefore Pn m(t),
are exact in the limit of t = 0.

2.3 Traditional linearised semiclassical

The question whether to project either of the two population op-
erators in Eq. 9 prior to Wigner transforming, leads to a number
of different quasiclassical approaches, each formally derivable.
Two traditionally popular choices of the operators and initial
conditions result in the Poisson bracket mapping equation12,21

(PBME) and the linearized semiclassical initial value representa-
tion10 (LSC-IVR) methods. LSC-IVR commonly involves project-
ing both operators prior to Wigner transforming them, i.e. using
|mihm| 7! ASEO

m (X,P) and |nihn| 7! ASEO
n (X,P). The Wigner trans-

form of each operator yields, as per Eq. 7b, a factor of f(X,P).
Initial conditions for the mapping variables are therefore sam-
pled from f 2. In PBME on the other hand, traditionally only the
operator for the initial population is Wigner transformed in its
projected from. The operators are therefore |mihm| 7! ASEO

m (X,P)

and |nihn| 7! Aw
n (X,P). Only the transform with the SEO projec-

tion of |mihm| yields a factor of f(X,P). Consequently, electronic
initial conditions are sampled from f . Using these definitions, the
electronic population can be calculated from
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If we had performed the Wigner transform on the projected op-
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Note that either expression contains no constant terms which play
the role of ZPE-parameters.
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suggested in our previous work,20 that we can instead use our
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to leave its operand unchanged, we simply avoid computing it
directly.
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FIG. 1. Time-dependent population difference and the constituent correlation func-
tions obtained using different LSC-IVR definitions for a spin-boson model with an
Ohmic bath and parameters " = �, � = 10��1, !c = 2.5�, and ⇠ = 0.2. The
various approaches are defined in Table I.

was constructed, in accordance with the definitions given in
Table I. Notably, both “single SEO” and “double SEO” fail to
capture the correct asymptotic limit of P(t). Closer inspection
of the constituent correlation functions, C�z�z (t) and CI�z (t),
reveals that while the “double” approach of sampling elec-
tronic initial conditions from �2 performs somewhat better
than “single” for C�z�z (t), any significant errors in P(t) arise
from approximations to CI�z (t). The “single Wigner” result
is an improvement over using the SEO operator, although
employing our approach of setting the identity operator to the
number 1, is clearly the most accurate of all. Both the “sin-
gle unity” and “double unity” formulation of the CI�z (t) cor-
relation function capture the long-time limit of its decay. As
a result the population differences resulting from these two
methods yield a drastic improvement over all the other results,

with “double unity” in particular yielding close to quantitative
accuracy.

To ascertain the general validity of our approach, a sec-
ond parameter set was investigated for the Ohmic spectral
density. Previously studied with a number of methods,41 this
system is characterized by stronger system-bath coupling,
which in this case results in critical damping. The time step
and convergence parameters were identical to those of the
first system.

Figure 2 shows the population differences, again calcu-
lated using the approaches outlined in Table I, for this second
parameter set. The accuracy of the different approaches with
respect to the exact QUAPI reference result is very similar to
that shown in Fig. 1. “Single SEO” and “double SEO” fail to reach
the correct long-time asymptote of the population difference.
In addition, with the stronger system-bath coupling present,
“double SEO” reports the spurious oscillatory structure in the
short time limit. It would therefore fail to identify the critical
dampening character of the population difference. Again “sin-
gle Wigner” yields somewhat better results, and both “single
unity” and “double unity,” corresponding to our new strategy
of setting the identity equal to 1, considerably outperform all
other approaches.

C. Debye bath
As mentioned in Sec. III A, the Debye spectral density

is significantly more challenging on account of spanning a
broader range of frequencies. Consequently, with the param-
eters chosen here, results were found to converge using a
bath of F = 60 nuclear degrees of freedom, averaging over
a total of 106 semiclassical trajectories, again to ensure full
convergence, with a time step of �t = 0.0025��1. The shorter
time step was required in order to accurately treat the higher
frequencies contained in the bath.

The set of parameters chosen represents the most coher-
ent of the three systems reported here, with the weak-
est system-bath coupling. Results for the time-dependent

FIG. 2. The same as in the top panel of Fig. 1 with parameters " = �, � = 5��1,
!c = 2�, and ⇠ = 0.4.
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FIG. 3. The same as in the top panel of Fig. 1 but with a Debye bath and param-
eters " = �, � = 50��1, !c = 5�, and ⌘ = 0.5. Exact data are taken from
Ref. 43.

population difference are shown in Fig. 3. Again, similarly to
both Ohmic systems discussed above, the “single SEO” and
“double SEO” approaches fail to capture the correct long-
time limit of the population difference. “Single Wigner” some-
what improves on this, but our new approach, “double unity,”
yields the best results by a significant margin, approaching
quantitative accuracy with respect to the QUAPI benchmark.

IV. CONCLUSION
Based on our study, we propose a simple modification of

the standard nonadiabatic LSC-IVR approximation for quan-
tum correlation functions. The key to achieving accurate
results with semiclassical methods is to choose the best rep-
resentation for the operators. In the case of electronic pop-
ulation dynamics, the existence of the identity operator can
be exploited to this end. Wherever possible, the correlation
function of interest should therefore be rewritten by expand-
ing electronic population operators into a linear combination,
including the identity. Given that the effect of the latter is
known to be exactly unity, instead of estimating it with the
classical mapping variables, its known value, the number 1,
should be used instead. Although we have only presented a
formulation for the dynamical simulation of a two-state sys-
tem, the mapping approach can be extended to an arbitrary
number of electronic states.18,19 In addition, as it is possible
to split any Hermitian operator into a trace-containing and
traceless part,20 our strategy for improving the accuracy is not
limited to electronic-state population differences of two-state
systems but can also be applied in more general systems with
more than two states.

The benefits associated with this simple strategy have
been demonstrated on asymmetric spin-boson models with
both Ohmic and Debye spectral densities. In each case,
employing the aforementioned representation of the identity
operator resulted in a significant improvement in the quality of

results. Correlation functions which do not involve the iden-
tity, such as C�z�z (t), decay to 0 in the long-time limit and are
thus well described by traditional semiclassical methods for
symmetry reasons. However, for functions involving the iden-
tity, traditional approaches often predict the wrong asymp-
totic limit, whereas our new approach consistently yields
near quantitative accuracy in the cases investigated in this
work.

Note that in principle one can choose different approaches
for each of the two correlation functions. It would therefore be
possible to calculate a population difference using the “dou-
ble” definition of C�z�z (t) and the “single unity” CI�z (t). For the
systems presented here, the result is comparable in accuracy
to “double unity.” In future work, we will continue to test these
strategies to discover the most reliable strategy.

Different approaches have been previously proposed to
address the shortcomings of classical mapping trajectories.
For example, methods employing focused sampling36 force
the total population to be unity. Note that these cannot there-
fore benefit further from our strategy. Another example is the
symmetrical windowing approach,37 in which binning is used
to evaluate the effect of the state operators. Our new approach
appears to show a similar level of high accuracy but is signif-
icantly simpler and has a stronger connection to the original
LSC-IVR derivation as well as the formally exact properties of
the mapping representation.

The motivation underlying our strategy is similar to
that behind work using generalized quantum master equa-
tions.41–43 Both approaches use exact quantum mechanical
information, where possible, to improve the accuracy, or
rather avoid the loss in accuracy, of semiclassical trajecto-
ries. Notably, the accuracy gain which we demonstrate in this
work is similar to what can be achieved using such generalized
quantum master equation methods.

The other quantum dynamics methods which utilize the
mapping approach may also be able to benefit from employing
a similar strategy to that suggested here. These include non-
linearized semiclassical dynamics,18,21,38,39 partially linearized
density matrix,28 the forward-backward trajectory solution25
of quantum-classical Liouville dynamics,16 and nonadiabatic
ring-polymer molecular dynamics.30–35 This study may thus
have much wider implications for the methodology develop-
ment of nonadiabatic dynamics simulations.
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FIG. 1. Time-dependent population difference and the constituent correlation func-
tions obtained using different LSC-IVR definitions for a spin-boson model with an
Ohmic bath and parameters " = �, � = 10��1, !c = 2.5�, and ⇠ = 0.2. The
various approaches are defined in Table I.

was constructed, in accordance with the definitions given in
Table I. Notably, both “single SEO” and “double SEO” fail to
capture the correct asymptotic limit of P(t). Closer inspection
of the constituent correlation functions, C�z�z (t) and CI�z (t),
reveals that while the “double” approach of sampling elec-
tronic initial conditions from �2 performs somewhat better
than “single” for C�z�z (t), any significant errors in P(t) arise
from approximations to CI�z (t). The “single Wigner” result
is an improvement over using the SEO operator, although
employing our approach of setting the identity operator to the
number 1, is clearly the most accurate of all. Both the “sin-
gle unity” and “double unity” formulation of the CI�z (t) cor-
relation function capture the long-time limit of its decay. As
a result the population differences resulting from these two
methods yield a drastic improvement over all the other results,

with “double unity” in particular yielding close to quantitative
accuracy.

To ascertain the general validity of our approach, a sec-
ond parameter set was investigated for the Ohmic spectral
density. Previously studied with a number of methods,41 this
system is characterized by stronger system-bath coupling,
which in this case results in critical damping. The time step
and convergence parameters were identical to those of the
first system.

Figure 2 shows the population differences, again calcu-
lated using the approaches outlined in Table I, for this second
parameter set. The accuracy of the different approaches with
respect to the exact QUAPI reference result is very similar to
that shown in Fig. 1. “Single SEO” and “double SEO” fail to reach
the correct long-time asymptote of the population difference.
In addition, with the stronger system-bath coupling present,
“double SEO” reports the spurious oscillatory structure in the
short time limit. It would therefore fail to identify the critical
dampening character of the population difference. Again “sin-
gle Wigner” yields somewhat better results, and both “single
unity” and “double unity,” corresponding to our new strategy
of setting the identity equal to 1, considerably outperform all
other approaches.

C. Debye bath
As mentioned in Sec. III A, the Debye spectral density

is significantly more challenging on account of spanning a
broader range of frequencies. Consequently, with the param-
eters chosen here, results were found to converge using a
bath of F = 60 nuclear degrees of freedom, averaging over
a total of 106 semiclassical trajectories, again to ensure full
convergence, with a time step of �t = 0.0025��1. The shorter
time step was required in order to accurately treat the higher
frequencies contained in the bath.

The set of parameters chosen represents the most coher-
ent of the three systems reported here, with the weak-
est system-bath coupling. Results for the time-dependent

FIG. 2. The same as in the top panel of Fig. 1 with parameters " = �, � = 5��1,
!c = 2�, and ⇠ = 0.4.
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Initial conditions for both constituent correlation functions sampled from f . Results using our alternative population operator are shown as dashed
lines, traditional PBME are dash-dotted while solid lines are the numerically exact HEOM benchmark.
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Going Beyond Mean Field Theory ( II )Mean Field Theory 

•  Plug the wave-function into the TDSE 

 
•  Project onto nuclear part: 

•  Project onto electronic part: 

•  These equations form the TD-SCF method …. ~ like time-dependent HF  

•  What if  we take the classical limit for the nuclei….   
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⇤(r,R, t) = ⌃(r, t)⇧(R, t) (25)

The general form for the memory kernel, given above, is not straightforward to evaluate since it explicitly depends
on the projection operator, P. An elegant solution to this problem was presented by Shi and Geva [? ] and involves
rewriting the memory kernel using the following relation
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Another insertion of Eq.(26) into the Eq.(29) above yields
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Using this approach the full memory kernel, K, required to propagate the subsystem RDM, can be constructed via
direct simulation of the unprojected dynamics. From these simulations one can generate the partial memory kernels
K1 and K3 which can then be used to obtain K, by solving Eqs. (30) and (27).
The matrix elements of K1 and K3, in any basis which spans the subsystem Hilbert space, are given by
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where 1̂b is the unit operator for the bath. In the above two expressions the Einstein summation convention is used.
The above expressions for the matrix elements of the partial memory kernels, K1 and K3, contain correlation

functions of the following form,
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where we have used �̂ to denote a general bath operator, which in the cases outlined above is either 1̂b or ⇥̂.
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⌃
⇧(r, t)

���Ĥelec�nuc(r,R)
���⇧(r, t)

⌥
(31)

⌃P

⌃t
= �⌃Heff (R, t)

⌃R
(32)

⌃R

⌃t
=

P

M
(33)

The general form for the memory kernel, given above, is not straightforward to evaluate since it explicitly depends
on the projection operator, P. An elegant solution to this problem was presented by Shi and Geva [? ] and involves
rewriting the memory kernel using the following relation

e�i(L�LsbP)� = e�iL� (34)

+i

 �

0
d⇥ ⇤e�iL(��� 0)LsbPe�i(L�LsbP)� 0

.

Upon inserting this relation into (??), one finds

K(⇥) = K1(⇥) + i

 �

0
d⇥ ⇤K1(⇥ � ⇥ ⇤)K2(⇥), (35)

where

K1(⇥) = Trb{Lsbe
�iL�Lsb�̂

eq
b }, (36)

and

K2(⇥) = Trb{e�i(L�LsbP)� �̂eqb }. (37)

Another insertion of Eq.(34) into the Eq.(37) above yields

K2(⇥) = K3(⇥) + i

 �

0
d⇥ ⇤K3(⇥ � ⇥ ⇤)K2(⇥), (38)

3

�(r,R, t) = ⇧(r, t)⌅(R, t) (25)

⇧(r, t) =
�

j

Cj(t)⇤j(r) (26)

i~⌃�(r,R, t)

⌃t
= Ĥ�(r,R, t) (27)

i~⌃⌅(R, t)

⌃t
=

⌅
Ĥnuc �

 
dr⇧⇥(r, t)Ĥelec�nuc(r,R)⇧(r, t)

⇧
⌅(R, t) (28)

i~⌃⇧(r, t)
⌃t

=

⌅
Ĥelec �

 
dR⌅⇥(R, t)Ĥelec�nuc(r,R)⌅(R, t)

⇧
⇧(r, t) (29)

i~⌃⇧(r, t)
⌃t

=
⇥
Ĥelec �

⌃
⌅(R, t)

���Ĥelec�nuc

���⌅(R, t)
⌥⇤

⇧(r, t) (30)

⌃
⌅(R, t)

���Ĥelec�nuc

���⌅(R, t)
⌥
⇥ Hen(R, t) (31)

Heff (R, t) = Ĥnuc(R) +
⌃
⇧(r, t)

���Ĥelec�nuc(r,R)
���⇧(r, t)

⌥
(32)

⌃P

⌃t
= �⌃Heff (R, t)

⌃R
(33)

⌃R

⌃t
=

P

M
(34)

The general form for the memory kernel, given above, is not straightforward to evaluate since it explicitly depends
on the projection operator, P. An elegant solution to this problem was presented by Shi and Geva [? ] and involves
rewriting the memory kernel using the following relation

e�i(L�LsbP)� = e�iL� (35)

+i

 �

0
d⇥ ⇤e�iL(��� 0)LsbPe�i(L�LsbP)� 0

.

Upon inserting this relation into (??), one finds

K(⇥) = K1(⇥) + i

 �

0
d⇥ ⇤K1(⇥ � ⇥ ⇤)K2(⇥), (36)

where

K1(⇥) = Trb{Lsbe
�iL�Lsb�̂

eq
b }, (37)

and

K2(⇥) = Trb{e�i(L�LsbP)� �̂eqb }. (38)

Recall: Mean Field Theory
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⇤(r,R, t) = ⌃(r, t)⇧(R, t) (25)

The general form for the memory kernel, given above, is not straightforward to evaluate since it explicitly depends
on the projection operator, P. An elegant solution to this problem was presented by Shi and Geva [? ] and involves
rewriting the memory kernel using the following relation

e�i(L�LsbP)⇤ = e�iL⇤ (26)

+i

⇧ ⇤

0
d⌅ ⇥e�iL(⇤�⇤ 0)LsbPe�i(L�LsbP)⇤ 0

.

Upon inserting this relation into (??), one finds

K(⌅) = K1(⌅) + i

⇧ ⇤

0
d⌅ ⇥K1(⌅ � ⌅ ⇥)K2(⌅), (27)

where

K1(⌅) = Trb{Lsbe
�iL⇤Lsb⇤̂

eq
b }, (28)

and

K2(⌅) = Trb{e�i(L�LsbP)⇤ ⇤̂eqb }. (29)

Another insertion of Eq.(26) into the Eq.(29) above yields

K2(⌅) = K3(⌅) + i

⇧ ⇤

0
d⌅ ⇥K3(⌅ � ⌅ ⇥)K2(⌅), (30)

where

K3(⌅) = Trb{e�iL⇤Lsb⇤̂
eq
b }. (31)

Using this approach the full memory kernel, K, required to propagate the subsystem RDM, can be constructed via
direct simulation of the unprojected dynamics. From these simulations one can generate the partial memory kernels
K1 and K3 which can then be used to obtain K, by solving Eqs. (30) and (27).
The matrix elements of K1 and K3, in any basis which spans the subsystem Hilbert space, are given by

(K1)��0⇥⇥0(⌅) =
⌃⇤

S�µ0(⌅)⇥̂⇥0�0

µ0µ (⌅)Sµ⇥(⌅)⇥̂(0)
⌅

eq

�
⇤
Sµ0�0(⌅)⇥̂⇥0µ0

�µ (⌅)Sµ⇥(⌅)⇥̂(0)
⌅

eq

+
⇤
⇥̂(0)S⇥0µ(⌅)⇥̂

µµ0

�⇥ (⌅)Sµ0�0(⌅)
⌅

eq

�
⇤
⇥̂(0)S⇥0µ(⌅)⇥̂

µ�0

µ0⇥ (⌅)S�µ0(⌅)
⌅

eq

⌥
,

(32)

(K3)��0⇥⇥0(⌅) =
⌃⇤

(1̂b)
⇥0�0

�µ (⌅)Sµ⇥(⌅)⇥̂(0)
⌅

eq

�
⇤
S⇥0µ(⌅)⇥̂(0)(1̂b)

µ�0

�⇥ (⌅)
⌅

eq

⌥
, (33)

where 1̂b is the unit operator for the bath. In the above two expressions the Einstein summation convention is used.
The above expressions for the matrix elements of the partial memory kernels, K1 and K3, contain correlation

functions of the following form,

⇥⇥̂�̂⇥0�0

�⇥ (⌅)⇤eq = Tr
�
|⇥⇤⇤̂eqb ⇥̂⇥⇥⇥|eiL⇤/~|�⇥⇤�̂⇥�|

⇥
, (34)

where we have used �̂ to denote a general bath operator, which in the cases outlined above is either 1̂b or ⇥̂.
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The general form for the memory kernel, given above, is not straightforward to evaluate since it explicitly depends
on the projection operator, P. An elegant solution to this problem was presented by Shi and Geva [? ] and involves
rewriting the memory kernel using the following relation
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Upon inserting this relation into (??), one finds
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Another insertion of Eq.(28) into the Eq.(31) above yields
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where
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Using this approach the full memory kernel, K, required to propagate the subsystem RDM, can be constructed via
direct simulation of the unprojected dynamics. From these simulations one can generate the partial memory kernels
K1 and K3 which can then be used to obtain K, by solving Eqs. (32) and (29).
The matrix elements of K1 and K3, in any basis which spans the subsystem Hilbert space, are given by
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The general form for the memory kernel, given above, is not straightforward to evaluate since it explicitly depends
on the projection operator, P. An elegant solution to this problem was presented by Shi and Geva [? ] and involves
rewriting the memory kernel using the following relation

e�i(L�LsbP)� = e�iL� (34)
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.

Upon inserting this relation into (??), one finds
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where
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b }, (36)

and

K2(⇥) = Trb{e�i(L�LsbP)� �̂eqb }. (37)

Another insertion of Eq.(34) into the Eq.(37) above yields

K2(⇥) = K3(⇥) + i
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⌃
⇧(r, t)
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The general form for the memory kernel, given above, is not straightforward to evaluate since it explicitly depends
on the projection operator, P. An elegant solution to this problem was presented by Shi and Geva [? ] and involves
rewriting the memory kernel using the following relation

e�i(L�LsbP)� = e�iL� (35)

+i

 �

0
d⇥ ⇤e�iL(��� 0)LsbPe�i(L�LsbP)� 0

.

Upon inserting this relation into (??), one finds

K(⇥) = K1(⇥) + i

 �

0
d⇥ ⇤K1(⇥ � ⇥ ⇤)K2(⇥), (36)

where

K1(⇥) = Trb{Lsbe
�iL�Lsb�̂
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b }, (37)

and

K2(⇥) = Trb{e�i(L�LsbP)� �̂eqb }. (38)

Wavefunction Ansatz: 
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which is propagating forward in time, and the other backward.
The proposed method is one of the simplest possible extensions
of the Ehrenfest mean-field dynamics method, which utilizes
only individual trajectories to construct ensemble averages.

We examine the performance of our approach by treating
nonequilibrium electronic relaxation processes in two paradig-
matic model systems: the single-mode spin-boson model
[35– 38], and the Holstein model [39,40]. The single-mode
spin-boson model is one of the simplest nontrivial models for a
coupled quantum system, and is also known as the Rabi model,
or the Jaynes-Cummings model. Despite its apparent simplic-
ity, it captures a range of rich phenomena [41] and has been
intensively investigated in various contexts such as in quantum
optics [41,42], and superconductivity [43,44]. The Holstein
model is the modern workhorse model for the description of
electron phonon coupling effects in solids, such as polaron
formation and transport [45,46], and photocarrier relaxation
[39]. Despite the apparent simplicity of our proposed method,
we find that it substantially improves upon the performance of
the Ehrenfest dynamics method, and that it accurately captures
the quantum nature of the nuclear dynamics in many of the
cases studied. Thus, the concept of coupling forward and
backward propagating semiclassical trajectories could be a
key tool in developing an accurate and efficient theoretical
treatment for use in applications to realistic systems and hence
this method could be used as a base to extend the accuracy of
ab initio Ehrenfest dynamics simulations for future practical
applications.

The construction of remainder of this paper is as follows:
In Sec. II, we introduce our wave-function ansatz and develop
the associated evolution equations from the Euler-Lagrange
variational principle. In Sec. III we examine nonequilib-
rium electronic relaxation dynamics within the single-mode
spin-boson model and the Holstein model. We compare our
proposed method with the multitrajectory Ehrenfest dynam-
ics method, the forward-backward trajectory solution to the
quantum-classical Liouville equation, as well as numerically
exact quantum-mechanical results. Finally, our findings are
summarized in Sec. IV.

II. THEORY

In this section, we introduce an ansatz for the wave func-
tion that is based on the multitrajectory Ehrenfest dynam-
ics method. We then derive equations of motion using the
Euler-Lagrange variational principle. We call this approach
the coupled forward-backward trajectory (CFBT) method for
reasons that will become clear below.

First, we consider a general quantum subsystem coupled to
an external environment (bath). The total system is described
by the following Hamiltonian:

Ĥ = Ĥs + Ĥb+ Ĥsb, (1)

where Ĥs and Ĥb describe the Hamiltonian of the subsystem
and the bath, respectively. The coupling between the subsystem
and the bath is described by Ĥsb.

For notational convenience, let us assume that the bath
Hamiltonian can be decomposed into a harmonic part and a

residual part !ŵ as follows:

Ĥb =
Nb∑

n=1

h̄ωn

2

(
â†

nân + 1
2

)
+ !ŵ. (2)

Using the annihilation operator ân, a coherent state can be
defined as ân|zn⟩ = zn|zn⟩. For convenience, we introduce the
following notation for direct products of coherent states: |z⟩ =
|z1⟩ ⊗ · · · ⊗ |zNb

⟩, where z is a generalized coordinate; z :=
{z1, . . . ,zNb

}.
Now, consider the time evolution of an arbitrary observable,

B̂(t):

⟨B̂(t)⟩ = Tr[B̂(t)ρ̂], (3)

where ρ̂ is the density matrix of the entire system. Inserting
the closure relations for the subsystem space and the coherent
states, the observable can be described by

⟨B̂(t)⟩ =
∑

αβ

∫
d2z

πNb

∫
d2z′

πNb
{⟨β| ⊗ ⟨z′|}ρ̂{|α⟩ ⊗ |z⟩}

× {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (4)

Here, we focus on the integrand of Eq. (4),

{⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}
= {⟨α| ⊗ ⟨z|}Û †(0,t)B̂Û (0,t){|β⟩ ⊗ |z′⟩}, (5)

where the forward propagator, Û (0,t), and the backward prop-
agator, Û †(0,t) = Û (t,0), are involved. In order to construct an
approximation for Eq. (5), we introduce a linear combination
of the forward and backward propagated wave functions with
a phase factor,

|ψ(t,θ )⟩ = Û (0,t)|α⟩ ⊗ |z⟩ + eiθ Û (0,t)|β⟩ ⊗ |z′⟩.
(6)

One can prove that the phase average of the expectation
value for |ψ(t,θ )⟩ is reduced to Eq. (5):

1
2π

∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩

= {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (7)

Therefore, the observable of Eq. (4) can be rewritten in the
following phase-averaging form:

⟨B̂(t)⟩ =
∑

αβ

∫
d2z

πNb

∫
d2z′

πNb
{⟨α| ⊗ ⟨z|}ρ̂{|β⟩ ⊗ |z′⟩}

× 1
2π

∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩. (8)

Since no approximations have employed up to this point,
Eq. (8) is a formally exact expression. For practical appli-
cations, however, one needs to approximate the propagator
Û (0,t). For this purpose, we approximate the time propagation
of the wave function |ψ(t,θ )⟩by assuming the following simple
ansatz:

|ψ̃(t)⟩ = |α(t)⟩ ⊗ |z(t)⟩ + |β(t)⟩ ⊗ |z′(t)⟩, (9)

where the total wave function |ψ̃(t)⟩ is expressed by a sum of
two factorized wave functions. Note that the phase factor eiθ
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which is propagating forward in time, and the other backward.
The proposed method is one of the simplest possible extensions
of the Ehrenfest mean-field dynamics method, which utilizes
only individual trajectories to construct ensemble averages.

We examine the performance of our approach by treating
nonequilibrium electronic relaxation processes in two paradig-
matic model systems: the single-mode spin-boson model
[35– 38], and the Holstein model [39,40]. The single-mode
spin-boson model is one of the simplest nontrivial models for a
coupled quantum system, and is also known as the Rabi model,
or the Jaynes-Cummings model. Despite its apparent simplic-
ity, it captures a range of rich phenomena [41] and has been
intensively investigated in various contexts such as in quantum
optics [41,42], and superconductivity [43,44]. The Holstein
model is the modern workhorse model for the description of
electron phonon coupling effects in solids, such as polaron
formation and transport [45,46], and photocarrier relaxation
[39]. Despite the apparent simplicity of our proposed method,
we find that it substantially improves upon the performance of
the Ehrenfest dynamics method, and that it accurately captures
the quantum nature of the nuclear dynamics in many of the
cases studied. Thus, the concept of coupling forward and
backward propagating semiclassical trajectories could be a
key tool in developing an accurate and efficient theoretical
treatment for use in applications to realistic systems and hence
this method could be used as a base to extend the accuracy of
ab initio Ehrenfest dynamics simulations for future practical
applications.

The construction of remainder of this paper is as follows:
In Sec. II, we introduce our wave-function ansatz and develop
the associated evolution equations from the Euler-Lagrange
variational principle. In Sec. III we examine nonequilib-
rium electronic relaxation dynamics within the single-mode
spin-boson model and the Holstein model. We compare our
proposed method with the multitrajectory Ehrenfest dynam-
ics method, the forward-backward trajectory solution to the
quantum-classical Liouville equation, as well as numerically
exact quantum-mechanical results. Finally, our findings are
summarized in Sec. IV.
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In this section, we introduce an ansatz for the wave func-
tion that is based on the multitrajectory Ehrenfest dynam-
ics method. We then derive equations of motion using the
Euler-Lagrange variational principle. We call this approach
the coupled forward-backward trajectory (CFBT) method for
reasons that will become clear below.

First, we consider a general quantum subsystem coupled to
an external environment (bath). The total system is described
by the following Hamiltonian:

Ĥ = Ĥs + Ĥb+ Ĥsb, (1)

where Ĥs and Ĥb describe the Hamiltonian of the subsystem
and the bath, respectively. The coupling between the subsystem
and the bath is described by Ĥsb.

For notational convenience, let us assume that the bath
Hamiltonian can be decomposed into a harmonic part and a

residual part !ŵ as follows:

Ĥb =
Nb∑

n=1

h̄ωn

2

(
â†
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)
+ !ŵ. (2)

Using the annihilation operator ân, a coherent state can be
defined as ân|zn⟩ = zn|zn⟩. For convenience, we introduce the
following notation for direct products of coherent states: |z⟩ =
|z1⟩ ⊗ · · · ⊗ |zNb

⟩, where z is a generalized coordinate; z :=
{z1, . . . ,zNb

}.
Now, consider the time evolution of an arbitrary observable,

B̂(t):

⟨B̂(t)⟩ = Tr[B̂(t)ρ̂], (3)

where ρ̂ is the density matrix of the entire system. Inserting
the closure relations for the subsystem space and the coherent
states, the observable can be described by

⟨B̂(t)⟩ =
∑

αβ

∫
d2z

πNb

∫
d2z′

πNb
{⟨β| ⊗ ⟨z′|}ρ̂{|α⟩ ⊗ |z⟩}

× {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (4)

Here, we focus on the integrand of Eq. (4),

{⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}
= {⟨α| ⊗ ⟨z|}Û †(0,t)B̂Û (0,t){|β⟩ ⊗ |z′⟩}, (5)

where the forward propagator, Û (0,t), and the backward prop-
agator, Û †(0,t) = Û (t,0), are involved. In order to construct an
approximation for Eq. (5), we introduce a linear combination
of the forward and backward propagated wave functions with
a phase factor,

|ψ(t,θ )⟩ = Û (0,t)|α⟩ ⊗ |z⟩ + eiθ Û (0,t)|β⟩ ⊗ |z′⟩.
(6)

One can prove that the phase average of the expectation
value for |ψ(t,θ )⟩ is reduced to Eq. (5):

1
2π

∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩

= {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (7)

Therefore, the observable of Eq. (4) can be rewritten in the
following phase-averaging form:

⟨B̂(t)⟩ =
∑

αβ

∫
d2z

πNb

∫
d2z′

πNb
{⟨α| ⊗ ⟨z|}ρ̂{|β⟩ ⊗ |z′⟩}

× 1
2π

∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩. (8)

Since no approximations have employed up to this point,
Eq. (8) is a formally exact expression. For practical appli-
cations, however, one needs to approximate the propagator
Û (0,t). For this purpose, we approximate the time propagation
of the wave function |ψ(t,θ )⟩by assuming the following simple
ansatz:

|ψ̃(t)⟩ = |α(t)⟩ ⊗ |z(t)⟩ + |β(t)⟩ ⊗ |z′(t)⟩, (9)

where the total wave function |ψ̃(t)⟩ is expressed by a sum of
two factorized wave functions. Note that the phase factor eiθ
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which is propagating forward in time, and the other backward.
The proposed method is one of the simplest possible extensions
of the Ehrenfest mean-field dynamics method, which utilizes
only individual trajectories to construct ensemble averages.

We examine the performance of our approach by treating
nonequilibrium electronic relaxation processes in two paradig-
matic model systems: the single-mode spin-boson model
[35– 38], and the Holstein model [39,40]. The single-mode
spin-boson model is one of the simplest nontrivial models for a
coupled quantum system, and is also known as the Rabi model,
or the Jaynes-Cummings model. Despite its apparent simplic-
ity, it captures a range of rich phenomena [41] and has been
intensively investigated in various contexts such as in quantum
optics [41,42], and superconductivity [43,44]. The Holstein
model is the modern workhorse model for the description of
electron phonon coupling effects in solids, such as polaron
formation and transport [45,46], and photocarrier relaxation
[39]. Despite the apparent simplicity of our proposed method,
we find that it substantially improves upon the performance of
the Ehrenfest dynamics method, and that it accurately captures
the quantum nature of the nuclear dynamics in many of the
cases studied. Thus, the concept of coupling forward and
backward propagating semiclassical trajectories could be a
key tool in developing an accurate and efficient theoretical
treatment for use in applications to realistic systems and hence
this method could be used as a base to extend the accuracy of
ab initio Ehrenfest dynamics simulations for future practical
applications.

The construction of remainder of this paper is as follows:
In Sec. II, we introduce our wave-function ansatz and develop
the associated evolution equations from the Euler-Lagrange
variational principle. In Sec. III we examine nonequilib-
rium electronic relaxation dynamics within the single-mode
spin-boson model and the Holstein model. We compare our
proposed method with the multitrajectory Ehrenfest dynam-
ics method, the forward-backward trajectory solution to the
quantum-classical Liouville equation, as well as numerically
exact quantum-mechanical results. Finally, our findings are
summarized in Sec. IV.

II. THEORY

In this section, we introduce an ansatz for the wave func-
tion that is based on the multitrajectory Ehrenfest dynam-
ics method. We then derive equations of motion using the
Euler-Lagrange variational principle. We call this approach
the coupled forward-backward trajectory (CFBT) method for
reasons that will become clear below.

First, we consider a general quantum subsystem coupled to
an external environment (bath). The total system is described
by the following Hamiltonian:

Ĥ = Ĥs + Ĥb+ Ĥsb, (1)

where Ĥs and Ĥb describe the Hamiltonian of the subsystem
and the bath, respectively. The coupling between the subsystem
and the bath is described by Ĥsb.

For notational convenience, let us assume that the bath
Hamiltonian can be decomposed into a harmonic part and a

residual part !ŵ as follows:

Ĥb =
Nb∑

n=1

h̄ωn

2

(
â†

nân + 1
2

)
+ !ŵ. (2)
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defined as ân|zn⟩ = zn|zn⟩. For convenience, we introduce the
following notation for direct products of coherent states: |z⟩ =
|z1⟩ ⊗ · · · ⊗ |zNb
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{z1, . . . ,zNb

}.
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where the forward propagator, Û (0,t), and the backward prop-
agator, Û †(0,t) = Û (t,0), are involved. In order to construct an
approximation for Eq. (5), we introduce a linear combination
of the forward and backward propagated wave functions with
a phase factor,

|ψ(t,θ )⟩ = Û (0,t)|α⟩ ⊗ |z⟩ + eiθ Û (0,t)|β⟩ ⊗ |z′⟩.
(6)

One can prove that the phase average of the expectation
value for |ψ(t,θ )⟩ is reduced to Eq. (5):

1
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0
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Since no approximations have employed up to this point,
Eq. (8) is a formally exact expression. For practical appli-
cations, however, one needs to approximate the propagator
Û (0,t). For this purpose, we approximate the time propagation
of the wave function |ψ(t,θ )⟩by assuming the following simple
ansatz:

|ψ̃(t)⟩ = |α(t)⟩ ⊗ |z(t)⟩ + |β(t)⟩ ⊗ |z′(t)⟩, (9)

where the total wave function |ψ̃(t)⟩ is expressed by a sum of
two factorized wave functions. Note that the phase factor eiθ
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The proposed method is one of the simplest possible extensions
of the Ehrenfest mean-field dynamics method, which utilizes
only individual trajectories to construct ensemble averages.

We examine the performance of our approach by treating
nonequilibrium electronic relaxation processes in two paradig-
matic model systems: the single-mode spin-boson model
[35– 38], and the Holstein model [39,40]. The single-mode
spin-boson model is one of the simplest nontrivial models for a
coupled quantum system, and is also known as the Rabi model,
or the Jaynes-Cummings model. Despite its apparent simplic-
ity, it captures a range of rich phenomena [41] and has been
intensively investigated in various contexts such as in quantum
optics [41,42], and superconductivity [43,44]. The Holstein
model is the modern workhorse model for the description of
electron phonon coupling effects in solids, such as polaron
formation and transport [45,46], and photocarrier relaxation
[39]. Despite the apparent simplicity of our proposed method,
we find that it substantially improves upon the performance of
the Ehrenfest dynamics method, and that it accurately captures
the quantum nature of the nuclear dynamics in many of the
cases studied. Thus, the concept of coupling forward and
backward propagating semiclassical trajectories could be a
key tool in developing an accurate and efficient theoretical
treatment for use in applications to realistic systems and hence
this method could be used as a base to extend the accuracy of
ab initio Ehrenfest dynamics simulations for future practical
applications.

The construction of remainder of this paper is as follows:
In Sec. II, we introduce our wave-function ansatz and develop
the associated evolution equations from the Euler-Lagrange
variational principle. In Sec. III we examine nonequilib-
rium electronic relaxation dynamics within the single-mode
spin-boson model and the Holstein model. We compare our
proposed method with the multitrajectory Ehrenfest dynam-
ics method, the forward-backward trajectory solution to the
quantum-classical Liouville equation, as well as numerically
exact quantum-mechanical results. Finally, our findings are
summarized in Sec. IV.
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ics method. We then derive equations of motion using the
Euler-Lagrange variational principle. We call this approach
the coupled forward-backward trajectory (CFBT) method for
reasons that will become clear below.

First, we consider a general quantum subsystem coupled to
an external environment (bath). The total system is described
by the following Hamiltonian:

Ĥ = Ĥs + Ĥb+ Ĥsb, (1)

where Ĥs and Ĥb describe the Hamiltonian of the subsystem
and the bath, respectively. The coupling between the subsystem
and the bath is described by Ĥsb.

For notational convenience, let us assume that the bath
Hamiltonian can be decomposed into a harmonic part and a
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Ĥb =
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defined as ân|zn⟩ = zn|zn⟩. For convenience, we introduce the
following notation for direct products of coherent states: |z⟩ =
|z1⟩ ⊗ · · · ⊗ |zNb

⟩, where z is a generalized coordinate; z :=
{z1, . . . ,zNb

}.
Now, consider the time evolution of an arbitrary observable,

B̂(t):

⟨B̂(t)⟩ = Tr[B̂(t)ρ̂], (3)

where ρ̂ is the density matrix of the entire system. Inserting
the closure relations for the subsystem space and the coherent
states, the observable can be described by
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× {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (4)

Here, we focus on the integrand of Eq. (4),

{⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}
= {⟨α| ⊗ ⟨z|}Û †(0,t)B̂Û (0,t){|β⟩ ⊗ |z′⟩}, (5)

where the forward propagator, Û (0,t), and the backward prop-
agator, Û †(0,t) = Û (t,0), are involved. In order to construct an
approximation for Eq. (5), we introduce a linear combination
of the forward and backward propagated wave functions with
a phase factor,

|ψ(t,θ )⟩ = Û (0,t)|α⟩ ⊗ |z⟩ + eiθ Û (0,t)|β⟩ ⊗ |z′⟩.
(6)

One can prove that the phase average of the expectation
value for |ψ(t,θ )⟩ is reduced to Eq. (5):

1
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∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩

= {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (7)

Therefore, the observable of Eq. (4) can be rewritten in the
following phase-averaging form:
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dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩. (8)

Since no approximations have employed up to this point,
Eq. (8) is a formally exact expression. For practical appli-
cations, however, one needs to approximate the propagator
Û (0,t). For this purpose, we approximate the time propagation
of the wave function |ψ(t,θ )⟩by assuming the following simple
ansatz:

|ψ̃(t)⟩ = |α(t)⟩ ⊗ |z(t)⟩ + |β(t)⟩ ⊗ |z′(t)⟩, (9)

where the total wave function |ψ̃(t)⟩ is expressed by a sum of
two factorized wave functions. Note that the phase factor eiθ
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which is propagating forward in time, and the other backward.
The proposed method is one of the simplest possible extensions
of the Ehrenfest mean-field dynamics method, which utilizes
only individual trajectories to construct ensemble averages.

We examine the performance of our approach by treating
nonequilibrium electronic relaxation processes in two paradig-
matic model systems: the single-mode spin-boson model
[35– 38], and the Holstein model [39,40]. The single-mode
spin-boson model is one of the simplest nontrivial models for a
coupled quantum system, and is also known as the Rabi model,
or the Jaynes-Cummings model. Despite its apparent simplic-
ity, it captures a range of rich phenomena [41] and has been
intensively investigated in various contexts such as in quantum
optics [41,42], and superconductivity [43,44]. The Holstein
model is the modern workhorse model for the description of
electron phonon coupling effects in solids, such as polaron
formation and transport [45,46], and photocarrier relaxation
[39]. Despite the apparent simplicity of our proposed method,
we find that it substantially improves upon the performance of
the Ehrenfest dynamics method, and that it accurately captures
the quantum nature of the nuclear dynamics in many of the
cases studied. Thus, the concept of coupling forward and
backward propagating semiclassical trajectories could be a
key tool in developing an accurate and efficient theoretical
treatment for use in applications to realistic systems and hence
this method could be used as a base to extend the accuracy of
ab initio Ehrenfest dynamics simulations for future practical
applications.

The construction of remainder of this paper is as follows:
In Sec. II, we introduce our wave-function ansatz and develop
the associated evolution equations from the Euler-Lagrange
variational principle. In Sec. III we examine nonequilib-
rium electronic relaxation dynamics within the single-mode
spin-boson model and the Holstein model. We compare our
proposed method with the multitrajectory Ehrenfest dynam-
ics method, the forward-backward trajectory solution to the
quantum-classical Liouville equation, as well as numerically
exact quantum-mechanical results. Finally, our findings are
summarized in Sec. IV.

II. THEORY

In this section, we introduce an ansatz for the wave func-
tion that is based on the multitrajectory Ehrenfest dynam-
ics method. We then derive equations of motion using the
Euler-Lagrange variational principle. We call this approach
the coupled forward-backward trajectory (CFBT) method for
reasons that will become clear below.

First, we consider a general quantum subsystem coupled to
an external environment (bath). The total system is described
by the following Hamiltonian:

Ĥ = Ĥs + Ĥb+ Ĥsb, (1)

where Ĥs and Ĥb describe the Hamiltonian of the subsystem
and the bath, respectively. The coupling between the subsystem
and the bath is described by Ĥsb.

For notational convenience, let us assume that the bath
Hamiltonian can be decomposed into a harmonic part and a

residual part !ŵ as follows:

Ĥb =
Nb∑

n=1

h̄ωn

2

(
â†

nân + 1
2

)
+ !ŵ. (2)

Using the annihilation operator ân, a coherent state can be
defined as ân|zn⟩ = zn|zn⟩. For convenience, we introduce the
following notation for direct products of coherent states: |z⟩ =
|z1⟩ ⊗ · · · ⊗ |zNb

⟩, where z is a generalized coordinate; z :=
{z1, . . . ,zNb

}.
Now, consider the time evolution of an arbitrary observable,

B̂(t):

⟨B̂(t)⟩ = Tr[B̂(t)ρ̂], (3)

where ρ̂ is the density matrix of the entire system. Inserting
the closure relations for the subsystem space and the coherent
states, the observable can be described by

⟨B̂(t)⟩ =
∑

αβ

∫
d2z

πNb

∫
d2z′

πNb
{⟨β| ⊗ ⟨z′|}ρ̂{|α⟩ ⊗ |z⟩}

× {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (4)

Here, we focus on the integrand of Eq. (4),

{⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}
= {⟨α| ⊗ ⟨z|}Û †(0,t)B̂Û (0,t){|β⟩ ⊗ |z′⟩}, (5)

where the forward propagator, Û (0,t), and the backward prop-
agator, Û †(0,t) = Û (t,0), are involved. In order to construct an
approximation for Eq. (5), we introduce a linear combination
of the forward and backward propagated wave functions with
a phase factor,

|ψ(t,θ )⟩ = Û (0,t)|α⟩ ⊗ |z⟩ + eiθ Û (0,t)|β⟩ ⊗ |z′⟩.
(6)

One can prove that the phase average of the expectation
value for |ψ(t,θ )⟩ is reduced to Eq. (5):

1
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∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩

= {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (7)

Therefore, the observable of Eq. (4) can be rewritten in the
following phase-averaging form:

⟨B̂(t)⟩ =
∑

αβ

∫
d2z

πNb

∫
d2z′

πNb
{⟨α| ⊗ ⟨z|}ρ̂{|β⟩ ⊗ |z′⟩}

× 1
2π

∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩. (8)

Since no approximations have employed up to this point,
Eq. (8) is a formally exact expression. For practical appli-
cations, however, one needs to approximate the propagator
Û (0,t). For this purpose, we approximate the time propagation
of the wave function |ψ(t,θ )⟩by assuming the following simple
ansatz:

|ψ̃(t)⟩ = |α(t)⟩ ⊗ |z(t)⟩ + |β(t)⟩ ⊗ |z′(t)⟩, (9)

where the total wave function |ψ̃(t)⟩ is expressed by a sum of
two factorized wave functions. Note that the phase factor eiθ
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which is propagating forward in time, and the other backward.
The proposed method is one of the simplest possible extensions
of the Ehrenfest mean-field dynamics method, which utilizes
only individual trajectories to construct ensemble averages.

We examine the performance of our approach by treating
nonequilibrium electronic relaxation processes in two paradig-
matic model systems: the single-mode spin-boson model
[35– 38], and the Holstein model [39,40]. The single-mode
spin-boson model is one of the simplest nontrivial models for a
coupled quantum system, and is also known as the Rabi model,
or the Jaynes-Cummings model. Despite its apparent simplic-
ity, it captures a range of rich phenomena [41] and has been
intensively investigated in various contexts such as in quantum
optics [41,42], and superconductivity [43,44]. The Holstein
model is the modern workhorse model for the description of
electron phonon coupling effects in solids, such as polaron
formation and transport [45,46], and photocarrier relaxation
[39]. Despite the apparent simplicity of our proposed method,
we find that it substantially improves upon the performance of
the Ehrenfest dynamics method, and that it accurately captures
the quantum nature of the nuclear dynamics in many of the
cases studied. Thus, the concept of coupling forward and
backward propagating semiclassical trajectories could be a
key tool in developing an accurate and efficient theoretical
treatment for use in applications to realistic systems and hence
this method could be used as a base to extend the accuracy of
ab initio Ehrenfest dynamics simulations for future practical
applications.

The construction of remainder of this paper is as follows:
In Sec. II, we introduce our wave-function ansatz and develop
the associated evolution equations from the Euler-Lagrange
variational principle. In Sec. III we examine nonequilib-
rium electronic relaxation dynamics within the single-mode
spin-boson model and the Holstein model. We compare our
proposed method with the multitrajectory Ehrenfest dynam-
ics method, the forward-backward trajectory solution to the
quantum-classical Liouville equation, as well as numerically
exact quantum-mechanical results. Finally, our findings are
summarized in Sec. IV.
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which is propagating forward in time, and the other backward.
The proposed method is one of the simplest possible extensions
of the Ehrenfest mean-field dynamics method, which utilizes
only individual trajectories to construct ensemble averages.

We examine the performance of our approach by treating
nonequilibrium electronic relaxation processes in two paradig-
matic model systems: the single-mode spin-boson model
[35– 38], and the Holstein model [39,40]. The single-mode
spin-boson model is one of the simplest nontrivial models for a
coupled quantum system, and is also known as the Rabi model,
or the Jaynes-Cummings model. Despite its apparent simplic-
ity, it captures a range of rich phenomena [41] and has been
intensively investigated in various contexts such as in quantum
optics [41,42], and superconductivity [43,44]. The Holstein
model is the modern workhorse model for the description of
electron phonon coupling effects in solids, such as polaron
formation and transport [45,46], and photocarrier relaxation
[39]. Despite the apparent simplicity of our proposed method,
we find that it substantially improves upon the performance of
the Ehrenfest dynamics method, and that it accurately captures
the quantum nature of the nuclear dynamics in many of the
cases studied. Thus, the concept of coupling forward and
backward propagating semiclassical trajectories could be a
key tool in developing an accurate and efficient theoretical
treatment for use in applications to realistic systems and hence
this method could be used as a base to extend the accuracy of
ab initio Ehrenfest dynamics simulations for future practical
applications.

The construction of remainder of this paper is as follows:
In Sec. II, we introduce our wave-function ansatz and develop
the associated evolution equations from the Euler-Lagrange
variational principle. In Sec. III we examine nonequilib-
rium electronic relaxation dynamics within the single-mode
spin-boson model and the Holstein model. We compare our
proposed method with the multitrajectory Ehrenfest dynam-
ics method, the forward-backward trajectory solution to the
quantum-classical Liouville equation, as well as numerically
exact quantum-mechanical results. Finally, our findings are
summarized in Sec. IV.

II. THEORY

In this section, we introduce an ansatz for the wave func-
tion that is based on the multitrajectory Ehrenfest dynam-
ics method. We then derive equations of motion using the
Euler-Lagrange variational principle. We call this approach
the coupled forward-backward trajectory (CFBT) method for
reasons that will become clear below.

First, we consider a general quantum subsystem coupled to
an external environment (bath). The total system is described
by the following Hamiltonian:

Ĥ = Ĥs + Ĥb+ Ĥsb, (1)

where Ĥs and Ĥb describe the Hamiltonian of the subsystem
and the bath, respectively. The coupling between the subsystem
and the bath is described by Ĥsb.

For notational convenience, let us assume that the bath
Hamiltonian can be decomposed into a harmonic part and a

residual part !ŵ as follows:

Ĥb =
Nb∑

n=1

h̄ωn

2

(
â†

nân + 1
2

)
+ !ŵ. (2)

Using the annihilation operator ân, a coherent state can be
defined as ân|zn⟩ = zn|zn⟩. For convenience, we introduce the
following notation for direct products of coherent states: |z⟩ =
|z1⟩ ⊗ · · · ⊗ |zNb

⟩, where z is a generalized coordinate; z :=
{z1, . . . ,zNb

}.
Now, consider the time evolution of an arbitrary observable,

B̂(t):

⟨B̂(t)⟩ = Tr[B̂(t)ρ̂], (3)

where ρ̂ is the density matrix of the entire system. Inserting
the closure relations for the subsystem space and the coherent
states, the observable can be described by

⟨B̂(t)⟩ =
∑

αβ

∫
d2z

πNb

∫
d2z′

πNb
{⟨β| ⊗ ⟨z′|}ρ̂{|α⟩ ⊗ |z⟩}

× {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (4)

Here, we focus on the integrand of Eq. (4),

{⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}
= {⟨α| ⊗ ⟨z|}Û †(0,t)B̂Û (0,t){|β⟩ ⊗ |z′⟩}, (5)

where the forward propagator, Û (0,t), and the backward prop-
agator, Û †(0,t) = Û (t,0), are involved. In order to construct an
approximation for Eq. (5), we introduce a linear combination
of the forward and backward propagated wave functions with
a phase factor,

|ψ(t,θ )⟩ = Û (0,t)|α⟩ ⊗ |z⟩ + eiθ Û (0,t)|β⟩ ⊗ |z′⟩.
(6)

One can prove that the phase average of the expectation
value for |ψ(t,θ )⟩ is reduced to Eq. (5):

1
2π

∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩

= {⟨α| ⊗ ⟨z|}B̂(t){|β⟩ ⊗ |z′⟩}. (7)

Therefore, the observable of Eq. (4) can be rewritten in the
following phase-averaging form:

⟨B̂(t)⟩ =
∑

αβ

∫
d2z

πNb

∫
d2z′

πNb
{⟨α| ⊗ ⟨z|}ρ̂{|β⟩ ⊗ |z′⟩}

× 1
2π

∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩. (8)

Since no approximations have employed up to this point,
Eq. (8) is a formally exact expression. For practical appli-
cations, however, one needs to approximate the propagator
Û (0,t). For this purpose, we approximate the time propagation
of the wave function |ψ(t,θ )⟩by assuming the following simple
ansatz:

|ψ̃(t)⟩ = |α(t)⟩ ⊗ |z(t)⟩ + |β(t)⟩ ⊗ |z′(t)⟩, (9)

where the total wave function |ψ̃(t)⟩ is expressed by a sum of
two factorized wave functions. Note that the phase factor eiθ
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this method could be used as a base to extend the accuracy of
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proposed method with the multitrajectory Ehrenfest dynam-
ics method, the forward-backward trajectory solution to the
quantum-classical Liouville equation, as well as numerically
exact quantum-mechanical results. Finally, our findings are
summarized in Sec. IV.

II. THEORY

In this section, we introduce an ansatz for the wave func-
tion that is based on the multitrajectory Ehrenfest dynam-
ics method. We then derive equations of motion using the
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the coupled forward-backward trajectory (CFBT) method for
reasons that will become clear below.

First, we consider a general quantum subsystem coupled to
an external environment (bath). The total system is described
by the following Hamiltonian:

Ĥ = Ĥs + Ĥb+ Ĥsb, (1)

where Ĥs and Ĥb describe the Hamiltonian of the subsystem
and the bath, respectively. The coupling between the subsystem
and the bath is described by Ĥsb.

For notational convenience, let us assume that the bath
Hamiltonian can be decomposed into a harmonic part and a

residual part !ŵ as follows:

Ĥb =
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following notation for direct products of coherent states: |z⟩ =
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where the forward propagator, Û (0,t), and the backward prop-
agator, Û †(0,t) = Û (t,0), are involved. In order to construct an
approximation for Eq. (5), we introduce a linear combination
of the forward and backward propagated wave functions with
a phase factor,

|ψ(t,θ )⟩ = Û (0,t)|α⟩ ⊗ |z⟩ + eiθ Û (0,t)|β⟩ ⊗ |z′⟩.
(6)

One can prove that the phase average of the expectation
value for |ψ(t,θ )⟩ is reduced to Eq. (5):

1
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∫ 2π

0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩
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Therefore, the observable of Eq. (4) can be rewritten in the
following phase-averaging form:
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0
dθe−iθ ⟨ψ(t,θ )|B̂|ψ(t,θ )⟩. (8)

Since no approximations have employed up to this point,
Eq. (8) is a formally exact expression. For practical appli-
cations, however, one needs to approximate the propagator
Û (0,t). For this purpose, we approximate the time propagation
of the wave function |ψ(t,θ )⟩by assuming the following simple
ansatz:

|ψ̃(t)⟩ = |α(t)⟩ ⊗ |z(t)⟩ + |β(t)⟩ ⊗ |z′(t)⟩, (9)

where the total wave function |ψ̃(t)⟩ is expressed by a sum of
two factorized wave functions. Note that the phase factor eiθ
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propagator Û(0, t). For this purpose, we approximate
the time-propagation of the wave function | (t, ✓)i by
assuming the following simple ansatz,

| ̃(t)i = |↵(t)i ⌦ |z(t)i+ |�(t)i ⌦ |z0(t)i, (9)

where the total wavefunction | ̃(t)i is expressed by a sum
of two factorized wave functions.

The equation of motion for the ansatz wave function
can be derived from the following Lagrangian,

L = i~ h ̃(t)|
˙̃
 (t)i � h ˙̃ (t)| ̃(t)i

2
� h ̃(t)|Ĥ| ̃(t)i.

(10)

One can derive the equation of motion for the subsys-
tem state |↵(t)i by the Euler-Lagrange equation,

d

dt

@L

@h↵̇(t)| �
@L

@h↵(t)| = 0. (11)

The derived equation of motion is

i~|↵̇(t)i+ i~|�̇(t)ihz(t)|z0(t)i
+ i~|�(t)ihz(t)|ż0(t)i+ ~|↵(t)i= [hz(t)|ż(t)i]
= Ĥeff (z, z)|↵(t)i+ Ĥeff (z, z

0)|�(t)i, (12)

where the e↵ective Hamiltonian is Ĥeff (z, z0) = hz|Ĥ|z0i.
Detailed derivation of Eq. (12) is described in Appendix
A. Similar equations can be derived for |�(t)i, and one
can construct a matrix form for the equations of motion,

i~Sb
d

dt

✓
|↵(t)i
|�(t)i

◆
= [Heff � ~Db]

✓
|↵(t)i
|�(t)i

◆
, (13)

where Sb, Db, and Heff are the following 2⇥ 2 matrices:

Sb =

✓
1 hz|z0i

hz0|zi 1

◆
, (14)

Db =

✓
< [ihz|żi] ihz|ż0i
ihz0|żi < [ihz0|ż0i]

◆
, (15)

and

Heff =

✓
Ĥeff (z, z) Ĥeff (z, z0)
Ĥeff (z0, z) Ĥeff (z0, z0)

◆
. (16)

Note that the norm conservation in Eq. (8) is guaranteed
by Eq. (13).
One can also derive the equation of motion for the

coherent states from,

d

dt

@L

@ż⇤n
� @L

@z⇤n
= 0, (17)

and hence;

@

@z⇤n
h ̃|Ĥ| ̃i = i~żnh↵|↵i+ i~zn< [h↵|↵̇i]

� ~zn<
h
ih↵|�̇ihz|z0i+ ih↵|�ihz|ż0i

i

+ i~ż0nh↵|�ihz|z0i

+ i~z0n
n
h↵|�̇ihz|z0i+ h↵|�ihz|ż0i

o
. (18)

The detailed derivation is described in Appendix A.
Here, we note the close relationship between the CFBT

method and Ehrenfest dynamics. In the limit that the
coherent states are orthogonal, hz(t)|z0(t)i = 0, the equa-
tions of motion of the CFBT method reduce to the equa-
tions of motion for Ehrenfest dynamics. On the other
hand, in the perfect overlap limit where hz(t)|z0(t)i = 1,
the forward and backward trajectories coalesce, and Eqs.
(11) and (17) again yield Ehrenfest mean field dynam-
ics. Indeed, one can derive the evolution equations for
Ehrenfest mean field theory from Eq. (4), by assum-
ing (i) the orthogonal relation for the coherent states,
|hz|z0i|2 ⇡ ⇡

Nb�(z � z
0), and (ii) the single-trajectory

wave function ansatz, | ̃(t) = |↵(t)i ⌦ |z(t)i, where the
wavefunction is described by the direct product of a sub-
system state |↵(t)i and the bath coherent state |z(t)i.
A detailed derivation of these two results is provided in
Appendix B. As the CFBT method does not assume any
orthogonality condition for the coherent states, and in-
stead employs a generalized ansatz, it can be seen as a
generalization of Ehrenfest dynamics where the coupling
between trajectories allows for deviations from mean field
behavior.
For harmonic baths, �w = 0, furthermore, in the

case of bilinear system-bath coupling (as in the electron-
phonon problems studied here), the coupling part of the
Hamiltonian has a sum-of-products structure,
Ĥsb = ��

P
n

�
â
†
n + ân

�
⌦ �̂n, where �̂n are linear oper-

ators that act only on the subsystem. In this case, the
left hand side of Eq. (18) can be rewritten as,

@

@z⇤n
h ̃|Ĥ| ̃i = ~!nznh↵|↵i+ ~!nz

0
nh↵|�ihz|z0i

� zn<
h
h↵, z|Ĥ|�, z0i

i
+ z

0
nh↵, z|Ĥ|�, z0i

� �

⇣
�n,↵↵ + �n,↵�hz|z0i

⌘
. (19)

The detailed derivation of Eq. 19 is described in Ap-
pendix A.
Combining Eq. (18), Eq. (19), and similar expressions

for z0n, one can obtain the following matrix expression for
the equation of motion in the case of a harmonic bath
with bilinear coupling;

i~S d

dt

✓
zn(t)
z
0
n(t)

◆
= [~!nS + E � ~D]

✓
zn(t)
z
0
n(t)

◆

��
✓

�n,↵↵ + �n,↵�hz|z0i
�n,�� + �n,�↵hz0|zi

◆
,

(20)

where S, E, and D are the following 2⇥ 2 matrices,

S =

✓
h↵|↵i h↵|�ihz|z0i

h�|↵ihz0|zi h�|�i

◆
, (21)

E =

0

@
�<

h
h↵, z|Ĥ|�, z0i

i
h↵, z|Ĥ|�, z0i

h�, z0|Ĥ|↵, zi �<
h
h�, z0|Ĥ|↵, zi

i

1

A ,

(22)
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propagator Û(0, t). For this purpose, we approximate
the time-propagation of the wave function | (t, ✓)i by
assuming the following simple ansatz,

| ̃(t)i = |↵(t)i ⌦ |z(t)i+ |�(t)i ⌦ |z0(t)i, (9)

where the total wavefunction | ̃(t)i is expressed by a sum
of two factorized wave functions.

The equation of motion for the ansatz wave function
can be derived from the following Lagrangian,

L = i~ h ̃(t)|
˙̃
 (t)i � h ˙̃ (t)| ̃(t)i

2
� h ̃(t)|Ĥ| ̃(t)i.
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tem state |↵(t)i by the Euler-Lagrange equation,
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dt
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= Ĥeff (z, z)|↵(t)i+ Ĥeff (z, z

0)|�(t)i, (12)

where the e↵ective Hamiltonian is Ĥeff (z, z0) = hz|Ĥ|z0i.
Detailed derivation of Eq. (12) is described in Appendix
A. Similar equations can be derived for |�(t)i, and one
can construct a matrix form for the equations of motion,
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Ĥeff (z, z) Ĥeff (z, z0)
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The detailed derivation is described in Appendix A.
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wave function ansatz, | ̃(t) = |↵(t)i ⌦ |z(t)i, where the
wavefunction is described by the direct product of a sub-
system state |↵(t)i and the bath coherent state |z(t)i.
A detailed derivation of these two results is provided in
Appendix B. As the CFBT method does not assume any
orthogonality condition for the coherent states, and in-
stead employs a generalized ansatz, it can be seen as a
generalization of Ehrenfest dynamics where the coupling
between trajectories allows for deviations from mean field
behavior.
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case of bilinear system-bath coupling (as in the electron-
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Hamiltonian has a sum-of-products structure,
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propagator Û(0, t). For this purpose, we approximate
the time-propagation of the wave function | (t, ✓)i by
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| ̃(t)i = |↵(t)i ⌦ |z(t)i+ |�(t)i ⌦ |z0(t)i, (9)

where the total wavefunction | ̃(t)i is expressed by a sum
of two factorized wave functions.

The equation of motion for the ansatz wave function
can be derived from the following Lagrangian,
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Detailed derivation of Eq. (12) is described in Appendix
A. Similar equations can be derived for |�(t)i, and one
can construct a matrix form for the equations of motion,

i~Sb
d

dt

✓
|↵(t)i
|�(t)i

◆
= [Heff � ~Db]

✓
|↵(t)i
|�(t)i

◆
, (13)

where Sb, Db, and Heff are the following 2⇥ 2 matrices:
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Note that the norm conservation in Eq. (8) is guaranteed
by Eq. (13).
One can also derive the equation of motion for the

coherent states from,
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dt
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and hence;
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The detailed derivation is described in Appendix A.
Here, we note the close relationship between the CFBT

method and Ehrenfest dynamics. In the limit that the
coherent states are orthogonal, hz(t)|z0(t)i = 0, the equa-
tions of motion of the CFBT method reduce to the equa-
tions of motion for Ehrenfest dynamics. On the other
hand, in the perfect overlap limit where hz(t)|z0(t)i = 1,
the forward and backward trajectories coalesce, and Eqs.
(11) and (17) again yield Ehrenfest mean field dynam-
ics. Indeed, one can derive the evolution equations for
Ehrenfest mean field theory from Eq. (4), by assum-
ing (i) the orthogonal relation for the coherent states,
|hz|z0i|2 ⇡ ⇡

Nb�(z � z
0), and (ii) the single-trajectory

wave function ansatz, | ̃(t) = |↵(t)i ⌦ |z(t)i, where the
wavefunction is described by the direct product of a sub-
system state |↵(t)i and the bath coherent state |z(t)i.
A detailed derivation of these two results is provided in
Appendix B. As the CFBT method does not assume any
orthogonality condition for the coherent states, and in-
stead employs a generalized ansatz, it can be seen as a
generalization of Ehrenfest dynamics where the coupling
between trajectories allows for deviations from mean field
behavior.
For harmonic baths, �w = 0, furthermore, in the

case of bilinear system-bath coupling (as in the electron-
phonon problems studied here), the coupling part of the
Hamiltonian has a sum-of-products structure,
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â
†
n + ân
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⌦ �̂n, where �̂n are linear oper-
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left hand side of Eq. (18) can be rewritten as,
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The detailed derivation of Eq. 19 is described in Ap-
pendix A.
Combining Eq. (18), Eq. (19), and similar expressions
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“Molecular Wires” :   Charge Transport and Polaron Formation
2

Various directions of the recent developments of non-
equilibrium techniques o↵er a rich perspective to an-
swer the last question. However, before the era of high-
precision time-resolved experiments, most of the methods
were developed to address transport properties within
semi-classical approaches (see, e.g., Ref. [28]). Methods
retaining full quantum coherence have recently been de-
veloped to study transport [29–31] and relaxation [32–35]
of isolated carriers coupled to phonons. (Note that ex-
act solutions can be obtained in the 1D adiabatic regime
and for the linear electronic dispersion [36, 37].) Sev-
eral techniques are also now available to study many-
electron systems beyond the mean-field [38] and Boltz-
mann approaches [39, 40]. For example, dynamics of
electrons coupled to phonons has been studied within
the Holstein model using dynamical mean-field theory
(DMFT) [41], continuous-time quantumMonte Carlo [42]
and Keldysh Green functions within the Migdal approxi-
mation [43, 44]. In addition, by extending the problem to
electronic correlations, studies of the Hubbard-Holstein
and the t-J Holstein model have been performed using
methods based on exact diagonalization [27, 45–47], the
density-matrix renormalization group [18] and dynamical
mean-field theory [48, 49].

In this work we apply wavefunction-based methods
to study the non-equilibrium dynamics of a coupled
electron-phonon system. Already on the level of ground-
state calculations, the maximal number of local phonons
Nmax has been identified as the bottleneck for e�cient
simulations. An e�cient truncation of the phonon ba-
sis therefore represents a crucial step to overcome the
rapid growth of the Hilbert space [50–52]. Density-
matrix renormalization group (DMRG) algorithms can
treat much larger system sizes than exact diagonaliza-
tion, but they also scale unfavorably in Nmax (see, e.g.,
Refs. [53, 54] for the Holstein model and Refs. [55–58] for
the Hubbard-Holstein model). Here we focus on a sin-
gle charge carrier, which, as the main advantage, allows
for the numerically reliable treatment of the time evolu-
tion in a broad parameter regime. We study the Holstein
Hamiltonian

H = �t0
X

j

⇣
c†
j
c
j+1 + c†

j+1cj

⌘
+ ~!0

X

j

b†
j
b
j

(1)

��
X

j

⇣
b†
j
+ b

j

⌘
nj ,

where bj (cj) annihilates a phonon (electron) at site j

and the local electronic density on site j is nj = c†
j
c
j
.

We set ~ ⌘ 1 throughout the paper.
We pursue three main goals. First, we com-

pare di↵erent wavefunction-based methods, i.e., ex-
act diagonalization, diagonalization in a limited func-
tional space [59] and the time-evolving block-decimation
(TEBD) method [60], which all show perfect agreement.
We find that the most powerful method to treat this
class of problem is diagonalization in a limited functional
space, first introduced by Bonča et al. [59] to describe the

FIG. 1. (Color online) Sketch of the initial condition, Eq. (2),
and the time evolution: We start from the state with one
electron at momentum k = ⇡ and no phonon. The total
energy is thus equal to the initial electronic kinetic energy
Ekin(t = 0) = ✏⇡ = 2t0, where ✏k = �2t0 cos k. Due to
the coupling to phonons, the electron loses energy by exciting
phonons while moving through the lattice, which also results
in the redistribution of its momentum occupations.

Holstein polaron ground state. We apply the method on
a finite lattice and show that it allows for the e�cient
simulation of dynamics in both the relaxation regime as
well as in the long-time stationary regime. This comple-
ments a previous work using the same method [34], where
the relaxation regime on an infinite lattice was studied.
Second, we want to analytically and numerically de-

scribe the non-equilibrium dynamics in limiting cases and
in the crossover from weak to strong electron-phonon cou-
pling, as well as in the crossover from adiabatic to anti-
adiabatic regime. To be specific, we are interested in the
dynamics emerging from an initial state with all excess
energy contained in the electronic sector

| 0i = c†
K
|;iele ⌦ |;iph , (2)

where c†
k
represents the creation operator for an elec-

tronic state with momentum k (see also Fig. 1). We
choose k = ⇡, which also sets the total crystal momen-
tum K of the coupled electron-phonon system. The two
states in Eq. (2) represent the electron and the phonon
vacuum, respectively. This state is an eigenstate of the
system when the electron-phonon coupling is zero and is
one of the simplest initial states where the charge carrier
is highly excited. The physical motivation for choosing
the state in Eq. (2) is to model the dynamics of a free-
electron wave-packet [32, 33, 35] emerging after a sudden
external perturbation of a many-body system. Prevent-
ing density fluctuations (i.e., by using the fully delocal-
ized initial state with a sharp momentum) simplifies the
analysis in the stationary regime, discussed in Sec. VB2,
since our state is homogeneous for all times. We define
two distinct regimes of the time evolution: (i) The re-

laxation regime, which is characterized by a net transfer
of energy between the electronic and phononic system.
For some parameter regimes, coherent oscillations with
the period 2⇡/!0 emerge in the dynamics. In such cases,
the relaxation regime is defined by a nonzero net energy
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while the MTEF and FBTS failed to accurately cap-
ture the qualitative structure. Furthermore, the popu-
lation dynamics of the CFBT method follows the mean
value of the oscillating exact population quite well for the
long time region. These facts indicate that the CFBT
method substantially captures subsystem-bath correla-
tion and significantly improves the dynamics even in the
strong coupling regime.
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FIG. 1. Population dynamics of the single-mode spin-boson
model in the resonant regime, !0/� = 1, with varying cou-
pling strength �/� from weak (a) to strong (c). CFBT (red
line), MTEF (green dashed line), FBTS (blue dash-dotted
line), and the numerically exact solution (black dotted line).

B. One-dimensional Holstein model

We further examine the performance of the CFBT
method in the context of the one-dimensional Holstein
model. The Hamiltonian of the Holstein model is

Ĥ = Ĥkin + Ĥph + Ĥcoup, (26)

where Ĥkin is the electronic kinetic energy, Ĥph is the

phonon energy, and Ĥcoup is the electron-phonon cou-

pling. These terms are explicitly given by

Ĥkin = �t0

X

j

⇣
c
†
jcj+1 + c

†
j+1cj

⌘
, (27)

Ĥph = !0

X

j

a
†
jaj , (28)

Ĥcoup = ��

X

j

�
aj + a

†�
n̂j , (29)

where n̂j is the electron number operator at jth-site;

n̂j = c
†
jcj . In this model, the electron-phonon coupling

strength is usually characterized by the following dimen-
sionless parameter [39]:

� =
�
2

2t0!0
. (30)

We examine the relaxation dynamics of a 12-site chain
with periodic boundary conditions. We focus on an in-
termediate parameter regime, with � = 0.2. This is a
non-perturbative electron-phonon coupling regime, and
hence rather di�cult to capture accurately using approx-
imated methods [39]. We set the initial condition to be
an uncorrelated product of the highest excited state of
the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.
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FIG. 2. Electronic kinetic energy dynamics in the Holstein
model, for systems with varying nonadiabaticity (!0

t0
) from

strong, (a), to weak, (d). The numerically exact solution
(exact) is taken from Ref. [39]. Line styles are as given in
Fig. 1.

Figure 2 shows the electronic kinetic energy dynamics,

Ekin(t) =
D
Ĥkin(t)

E
, for di↵erent nonadiabacity ratios

5

while the MTEF and FBTS failed to accurately cap-
ture the qualitative structure. Furthermore, the popu-
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strong coupling regime.
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with periodic boundary conditions. We focus on an in-
termediate parameter regime, with � = 0.2. This is a
non-perturbative electron-phonon coupling regime, and
hence rather di�cult to capture accurately using approx-
imated methods [39]. We set the initial condition to be
an uncorrelated product of the highest excited state of
the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.
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while the MTEF and FBTS failed to accurately cap-
ture the qualitative structure. Furthermore, the popu-
lation dynamics of the CFBT method follows the mean
value of the oscillating exact population quite well for the
long time region. These facts indicate that the CFBT
method substantially captures subsystem-bath correla-
tion and significantly improves the dynamics even in the
strong coupling regime.
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We further examine the performance of the CFBT
method in the context of the one-dimensional Holstein
model. The Hamiltonian of the Holstein model is

Ĥ = Ĥkin + Ĥph + Ĥcoup, (26)
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where n̂j is the electron number operator at jth-site;
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with periodic boundary conditions. We focus on an in-
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non-perturbative electron-phonon coupling regime, and
hence rather di�cult to capture accurately using approx-
imated methods [39]. We set the initial condition to be
an uncorrelated product of the highest excited state of
the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.
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ture the qualitative structure. Furthermore, the popu-
lation dynamics of the CFBT method follows the mean
value of the oscillating exact population quite well for the
long time region. These facts indicate that the CFBT
method substantially captures subsystem-bath correla-
tion and significantly improves the dynamics even in the
strong coupling regime.
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where n̂j is the electron number operator at jth-site;

n̂j = c
†
jcj . In this model, the electron-phonon coupling

strength is usually characterized by the following dimen-
sionless parameter [39]:

� =
�
2

2t0!0
. (30)
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non-perturbative electron-phonon coupling regime, and
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imated methods [39]. We set the initial condition to be
an uncorrelated product of the highest excited state of
the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.
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Ĥkin(t)

E
, for di↵erent nonadiabacity ratios

5
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ture the qualitative structure. Furthermore, the popu-
lation dynamics of the CFBT method follows the mean
value of the oscillating exact population quite well for the
long time region. These facts indicate that the CFBT
method substantially captures subsystem-bath correla-
tion and significantly improves the dynamics even in the
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where Ĥkin is the electronic kinetic energy, Ĥph is the
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where n̂j is the electron number operator at jth-site;
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imated methods [39]. We set the initial condition to be
an uncorrelated product of the highest excited state of
the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.
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ture the qualitative structure. Furthermore, the popu-
lation dynamics of the CFBT method follows the mean
value of the oscillating exact population quite well for the
long time region. These facts indicate that the CFBT
method substantially captures subsystem-bath correla-
tion and significantly improves the dynamics even in the
strong coupling regime.
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where n̂j is the electron number operator at jth-site;
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imated methods [39]. We set the initial condition to be
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the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.

0

1

2

E
ki

n
/t

0

(a) ω0/t0 = 10

CFBT
MTEF

FBTS
Exact

0

1

2

E
ki

n
/t

0

(b) ω0/t0 = 5

-1

0

1

2

E
ki

n
/t

0

(c) ω0/t0 = 2

-1

0

1

2

0 5 10 15 20 25 30

E
ki

n
/t

0

t ω0

(d) ω0/t0 = 1

FIG. 2. Electronic kinetic energy dynamics in the Holstein
model, for systems with varying nonadiabaticity (!0

t0
) from

strong, (a), to weak, (d). The numerically exact solution
(exact) is taken from Ref. [39]. Line styles are as given in
Fig. 1.

Figure 2 shows the electronic kinetic energy dynamics,

Ekin(t) =
D
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ture the qualitative structure. Furthermore, the popu-
lation dynamics of the CFBT method follows the mean
value of the oscillating exact population quite well for the
long time region. These facts indicate that the CFBT
method substantially captures subsystem-bath correla-
tion and significantly improves the dynamics even in the
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imated methods [39]. We set the initial condition to be
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the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.
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while the MTEF and FBTS failed to accurately cap-
ture the qualitative structure. Furthermore, the popu-
lation dynamics of the CFBT method follows the mean
value of the oscillating exact population quite well for the
long time region. These facts indicate that the CFBT
method substantially captures subsystem-bath correla-
tion and significantly improves the dynamics even in the
strong coupling regime.
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model. The Hamiltonian of the Holstein model is
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Ĥkin = �t0

X

j

⇣
c
†
jcj+1 + c

†
j+1cj

⌘
, (27)
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an uncorrelated product of the highest excited state of
the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.
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lation dynamics of the CFBT method follows the mean
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model. The Hamiltonian of the Holstein model is
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Ĥkin = �t0

X

j

⇣
c
†
jcj+1 + c

†
j+1cj

⌘
, (27)
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an uncorrelated product of the highest excited state of
the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.
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lation dynamics of the CFBT method follows the mean
value of the oscillating exact population quite well for the
long time region. These facts indicate that the CFBT
method substantially captures subsystem-bath correla-
tion and significantly improves the dynamics even in the
strong coupling regime.
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FIG. 1. Population dynamics of the single-mode spin-boson
model in the resonant regime, !0/� = 1, with varying cou-
pling strength �/� from weak (a) to strong (c). CFBT (red
line), MTEF (green dashed line), FBTS (blue dash-dotted
line), and the numerically exact solution (black dotted line).

B. One-dimensional Holstein model

We further examine the performance of the CFBT
method in the context of the one-dimensional Holstein
model. The Hamiltonian of the Holstein model is

Ĥ = Ĥkin + Ĥph + Ĥcoup, (26)

where Ĥkin is the electronic kinetic energy, Ĥph is the

phonon energy, and Ĥcoup is the electron-phonon cou-

pling. These terms are explicitly given by

Ĥkin = �t0

X

j

⇣
c
†
jcj+1 + c

†
j+1cj

⌘
, (27)

Ĥph = !0

X

j

a
†
jaj , (28)

Ĥcoup = ��

X

j

�
aj + a

†�
n̂j , (29)

where n̂j is the electron number operator at jth-site;

n̂j = c
†
jcj . In this model, the electron-phonon coupling

strength is usually characterized by the following dimen-
sionless parameter [39]:

� =
�
2

2t0!0
. (30)

We examine the relaxation dynamics of a 12-site chain
with periodic boundary conditions. We focus on an in-
termediate parameter regime, with � = 0.2. This is a
non-perturbative electron-phonon coupling regime, and
hence rather di�cult to capture accurately using approx-
imated methods [39]. We set the initial condition to be
an uncorrelated product of the highest excited state of
the electronic Hamiltonian, Ĥkin, with the ground state
of the phononic Hamiltonian, Ĥph, at zero temperature.
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FIG. 2. Electronic kinetic energy dynamics in the Holstein
model, for systems with varying nonadiabaticity (!0

t0
) from

strong, (a), to weak, (d). The numerically exact solution
(exact) is taken from Ref. [39]. Line styles are as given in
Fig. 1.

Figure 2 shows the electronic kinetic energy dynamics,

Ekin(t) =
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Ĥkin(t)
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indicates that the CFBT method correctly captures the quantum
coherence of bath dynamics.

In Figs. 1(b) and 1(c), the results for stronger coupling
are shown. Although the CFBT method shows deviation from
the exact solution, still it provides the most accurate results
among the three approximated methods. Especially for the
strong-coupling regime γ /" = 1.0 in Fig. 1(c), one can see
that the CFBT method reproduces the exact result up to t" = 5
extremely well, while the MTEF and FBTS failed to accurately
capture the qualitative structure. Furthermore, the population
dynamics of the CFBT method follows the mean value of the
oscillating exact population quite well for the long-time region.
These facts indicate that the CFBT method substantially cap-
tures subsystem-bath correlation and significantly improves
the dynamics even in the strong-coupling regime.

B. One-dimensional Holstein model

We further examine the performance of the CFBT method
in the context of the one-dimensional Holstein model. The
Hamiltonian of the Holstein model is

Ĥ = Ĥkin + Ĥph + Ĥcoup, (26)

where Ĥkin is the electronic kinetic energy, Ĥph is the phonon
energy, and Ĥcoup is the electron-phonon coupling. These terms
are explicitly given by

Ĥkin = −t0
∑

j

(c†
j cj+1 + c

†
j+1cj ), (27)

Ĥph = ω0

∑

j

a
†
jaj , (28)

Ĥcoup = −γ
∑

j

(aj + a†)n̂j , (29)

where n̂j is the electron number operator at the j th site; n̂j =
c
†
j cj . In this model, the electron-phonon coupling strength is

usually characterized by the following dimensionless parame-
ter [39]:

λ = γ 2

2t0ω0
. (30)

We examine the relaxation dynamics of a 12-site chain with
periodic boundary conditions. We first focus on an intermediate
parameter regime, with λ = 0.2. This is a nonperturbative
electron-phonon coupling regime, and hence rather difficult
to capture accurately using approximated methods [39]. We
set the initial condition to be an uncorrelated product of the
highest excited state of the electronic Hamiltonian, Ĥkin, with
the ground state of the phononic Hamiltonian, Ĥph, at zero
temperature.

Figure 2 shows the electronic kinetic-energy dynamics,
Ekin(t) = ⟨Ĥkin(t)⟩, for different nonadiabaticity ratios ω0/t0.
Panel (a) shows the result for ω0/t0 = 10, which is a strongly
nonadiabatic regime with ω0/t0 ≫ 1. One can see that the
CFBT method nicely reproduces the exact solution in this case,
while the other methods fail to capture the correct behavior.
As the quantum nature of bath is expected to play a significant
role in the nonadiabatic regime, the performance of the CFBT
method in Fig. 2(a) is surprisingly accurate, which indicates
the importance of the coupling between the forward-backward
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FIG. 2. Electronic kinetic-energy dynamics in the Holstein
model, for systems with varying nonadiabaticity (ω0/t0) from strong
(a) to weak (d). The numerically exact solution (exact) is taken from
Ref. [39]. Line styles are as given in Fig. 1.

trajectory pairs in capturing the quantum nature of the phonon
dynamics.

In Figs. 2(b)– 2(d), the results for smaller nonadiabaticity
ratios are shown. One sees that the CFBT method shows
deviations from the exact solution for these cases, that can be
particularly pronounced at long times. This onset of inaccuracy
can be explained by the accumulation of the electron-phonon
correlation during the relaxation process. In the adiabatic
regime, where ω0 ≪ 4t0, numerous electron-phonon collisions
must occur during the nonequilibrium dynamics in order for
the small energy quanta of the phonon bath to accommodate the
relaxing electronic system. However, as each electron-phonon
collision induces some correlation between these degrees of
freedom, a large degree of correlation can manifest. Therefore,
such electronic relaxation processes in the adiabatic regime
are challenging to describe with techniques that treat electron-
phonon correlations approximately.

Figure 3 shows the short-time electronic relaxation dynam-
ics in the Holstein model in the adiabatic regime, ω0/t0 = 1,
enlarged from Fig. 2(d). Although the CFBT method fails to
describe the long-time dynamics in this regime due to the
correlations that manifest, it does show the best short-time
behavior among the three approximate methods we studied.
While the FBTS and MTEF methods start to deviate from the
exact result around tω0 = 1.5 and 0.5 respectively, the CFBT
follows the exact result up to around tω0 = 2.5. This indicates
that the CFBT method captures some important nonadiabatic
aspects of the electron-phonon correlation stemming from
low-order scattering processes.
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Various directions of the recent developments of non-
equilibrium techniques o↵er a rich perspective to an-
swer the last question. However, before the era of high-
precision time-resolved experiments, most of the methods
were developed to address transport properties within
semi-classical approaches (see, e.g., Ref. [28]). Methods
retaining full quantum coherence have recently been de-
veloped to study transport [29–31] and relaxation [32–35]
of isolated carriers coupled to phonons. (Note that ex-
act solutions can be obtained in the 1D adiabatic regime
and for the linear electronic dispersion [36, 37].) Sev-
eral techniques are also now available to study many-
electron systems beyond the mean-field [38] and Boltz-
mann approaches [39, 40]. For example, dynamics of
electrons coupled to phonons has been studied within
the Holstein model using dynamical mean-field theory
(DMFT) [41], continuous-time quantumMonte Carlo [42]
and Keldysh Green functions within the Migdal approxi-
mation [43, 44]. In addition, by extending the problem to
electronic correlations, studies of the Hubbard-Holstein
and the t-J Holstein model have been performed using
methods based on exact diagonalization [27, 45–47], the
density-matrix renormalization group [18] and dynamical
mean-field theory [48, 49].

In this work we apply wavefunction-based methods
to study the non-equilibrium dynamics of a coupled
electron-phonon system. Already on the level of ground-
state calculations, the maximal number of local phonons
Nmax has been identified as the bottleneck for e�cient
simulations. An e�cient truncation of the phonon ba-
sis therefore represents a crucial step to overcome the
rapid growth of the Hilbert space [50–52]. Density-
matrix renormalization group (DMRG) algorithms can
treat much larger system sizes than exact diagonaliza-
tion, but they also scale unfavorably in Nmax (see, e.g.,
Refs. [53, 54] for the Holstein model and Refs. [55–58] for
the Hubbard-Holstein model). Here we focus on a sin-
gle charge carrier, which, as the main advantage, allows
for the numerically reliable treatment of the time evolu-
tion in a broad parameter regime. We study the Holstein
Hamiltonian

H = �t0
X

j

⇣
c†
j
c
j+1 + c†

j+1cj

⌘
+ ~!0

X

j

b†
j
b
j

(1)

��
X

j

⇣
b†
j
+ b

j

⌘
nj ,

where bj (cj) annihilates a phonon (electron) at site j

and the local electronic density on site j is nj = c†
j
c
j
.

We set ~ ⌘ 1 throughout the paper.
We pursue three main goals. First, we com-

pare di↵erent wavefunction-based methods, i.e., ex-
act diagonalization, diagonalization in a limited func-
tional space [59] and the time-evolving block-decimation
(TEBD) method [60], which all show perfect agreement.
We find that the most powerful method to treat this
class of problem is diagonalization in a limited functional
space, first introduced by Bonča et al. [59] to describe the

FIG. 1. (Color online) Sketch of the initial condition, Eq. (2),
and the time evolution: We start from the state with one
electron at momentum k = ⇡ and no phonon. The total
energy is thus equal to the initial electronic kinetic energy
Ekin(t = 0) = ✏⇡ = 2t0, where ✏k = �2t0 cos k. Due to
the coupling to phonons, the electron loses energy by exciting
phonons while moving through the lattice, which also results
in the redistribution of its momentum occupations.

Holstein polaron ground state. We apply the method on
a finite lattice and show that it allows for the e�cient
simulation of dynamics in both the relaxation regime as
well as in the long-time stationary regime. This comple-
ments a previous work using the same method [34], where
the relaxation regime on an infinite lattice was studied.
Second, we want to analytically and numerically de-

scribe the non-equilibrium dynamics in limiting cases and
in the crossover from weak to strong electron-phonon cou-
pling, as well as in the crossover from adiabatic to anti-
adiabatic regime. To be specific, we are interested in the
dynamics emerging from an initial state with all excess
energy contained in the electronic sector

| 0i = c†
K
|;iele ⌦ |;iph , (2)

where c†
k
represents the creation operator for an elec-

tronic state with momentum k (see also Fig. 1). We
choose k = ⇡, which also sets the total crystal momen-
tum K of the coupled electron-phonon system. The two
states in Eq. (2) represent the electron and the phonon
vacuum, respectively. This state is an eigenstate of the
system when the electron-phonon coupling is zero and is
one of the simplest initial states where the charge carrier
is highly excited. The physical motivation for choosing
the state in Eq. (2) is to model the dynamics of a free-
electron wave-packet [32, 33, 35] emerging after a sudden
external perturbation of a many-body system. Prevent-
ing density fluctuations (i.e., by using the fully delocal-
ized initial state with a sharp momentum) simplifies the
analysis in the stationary regime, discussed in Sec. VB2,
since our state is homogeneous for all times. We define
two distinct regimes of the time evolution: (i) The re-

laxation regime, which is characterized by a net transfer
of energy between the electronic and phononic system.
For some parameter regimes, coherent oscillations with
the period 2⇡/!0 emerge in the dynamics. In such cases,
the relaxation regime is defined by a nonzero net energy

0 2 4 6 8 10
t  ω

0

-2

-1

0

1

2

< 
E ki

n(t)
>

Exact
Ehrenfest
MF-GQME
CFBT
CFBT-GQME

S.A. Sato, A. Rubio, and A. Kelly, (In Progress)



Summary 

• Trajectory-based quantum-classical approaches to quantum dynamics can accurately 
capture the physics of  a wide range of  energy and charge transfer problems. 

• Applications to spectroscopy and transport properties are ongoing.


