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## The "quantized" version of G.

Set

$$
\mathcal{Q}(G)=\left\{T: \sigma(T) \subseteq G,\left\|F_{k}(T)\right\| \leq 1 \forall k \in I\right\}
$$

where $T=\left(T_{1}, T_{2}, \ldots, T_{N}\right)$ is a commuting N -tuple of operators on some Hilbert space.
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Similarly, define norms on $M_{n}\left(H_{\mathcal{R}}^{\infty}(G)\right)$.
These are examples of "Abstract Operator Algebras of Functions". We prove theorems about $H_{\mathcal{R}}^{\infty}(G)$ by applying some new general theorems about such algebras.
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Motivation for many terms to be defined in talk.
Let $G$ have a presentation $\mathcal{R}=\left\{F_{k}=\left(f_{k, i, j}\right): G \rightarrow M_{m_{k}, n_{k}}, k \in I\right\}$ and let $\mathcal{A}$ be the algebra of the presentation equipped with the $u$-norm. Then

1. $H_{\mathcal{R}}^{\infty}(G)$ is the BPW completion of $\mathcal{A}$,
2. $H_{\mathcal{R}}^{\infty}(G)$ is a local dual operator algebra,
3. $H_{\mathcal{R}}^{\infty}(G)$ is the multiplier algebra of a vector-valued RKHS,
4. $H_{\mathcal{R}}^{\infty}(G)$ is $w k^{*}$-RFD, and consequently, the $\mathcal{R}$-norm is generally the sup over matrices in $\mathcal{Q}(G)$,
5. when $I$ is a finite set, $P=\left(p_{i, j}\right) \in M_{m, n}(\operatorname{Hol}(G))$, we have that $\|P\|_{\mathcal{R}} \leq 1$ if and only if there exist analytic functions $H_{k}: G \rightarrow B\left(\mathbb{C}^{m}, \mathcal{H}_{k}\right)$, such that
$I-P(z) P(w)^{*}=\sum_{k=1}^{K} H_{k}(z)\left[\left(I_{m}-F_{k}(z) F_{k}(w)^{*}\right) \otimes I\right] H_{k}(w)^{*}$.
"Agler-Ball-Bolotnikov factorization"
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## Proposition
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Let $\mathcal{A}$ be an operator algebra of functions. Then $\mathcal{A}$ is said to be 1. local if $\forall n$ and $\forall\left(f_{i j}\right) \in M_{n}(\mathcal{A}),\left\|\left(f_{i j}\right)\right\|=\sup _{Y}\left\|\left(\pi_{Y}\left(f_{i j}\right)\right)\right\|$.
2. Residually finite dimensional(RFD) if $\forall n$ and $\forall\left(f_{i j}\right) \in M_{n}(\mathcal{A}),\left\|\left(f_{i j}\right)\right\|=\sup \left\{\left\|\left(\pi\left(f_{i j}\right)\right)\right\|\right\}$ where supremum is taken over all cc homo. $\pi: \mathcal{A} \rightarrow M_{m}$ and for all integers $m$.

Remark: Every finite dimensional $C^{*}$-algebra is RFD, but there are finite dimensional operator algebras that are not RFD.

## Proposition

Let $\mathcal{A}$ be an operator algebra of functions on $X$. Then $\mathcal{A}_{L}=\mathcal{A}$ equipped with the matrix norms, $\left\|\left(f_{i, j}\right)\right\|_{L}=\sup _{Y}\left\|\left(\pi_{Y}\left(f_{i, j}\right)\right)\right\|$ is a local operator algebra of functions on $X$.

## Proposition
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Theorem
If $\mathcal{A}$ is a local operator algebra of functions then $\mathcal{A}$ is RFD.
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## Theorem

If $\mathcal{A}$ is an operator algebra of functions on the set $X$ that is local and BPW complete, i.e. $\mathcal{A}=\tilde{\mathcal{A}}$ comp. isom., then

1. $\mathcal{A}$ is a dual operator algebra and if $\left(f_{i j}^{\lambda}\right)$ is a bounded net in $\mathcal{A}$, then $\left(f_{i j}^{\lambda}\right) \xrightarrow{w k *}\left(f_{i j}\right) \Leftrightarrow\left(f_{i j}^{\lambda}\right) \rightarrow\left(f_{i j}\right) B P W$.
2. $\exists \mathcal{H}$-valued $R K H S, \mathcal{L}$ such that $\mathcal{A}=\mathcal{M}(\mathcal{L})$ complete isometric, wk*-isomorphism.
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Let $G$ be an analytically presented domain with presentation $\mathcal{R}=\left\{F_{k}=\left(f_{k, i, j}\right): G \rightarrow M_{m_{k}, n_{k}}, k \in I\right\}$ and let $\mathcal{A}$ be the algebra of the presentation equipped with the u-norm. Then

1. $\tilde{\mathcal{A}}=H_{\mathcal{R}}^{\infty}(G)$, completely isometrically, and $\|\cdot\|_{\mathcal{R}}$ is the localization of $\|\cdot\|_{u}$,
2. $H_{\mathcal{R}}^{\infty}(G)$ is a BPW complete, local, dual operator algebra,
3. $H_{\mathcal{R}}^{\infty}(G)$ is a multiplier algebra, $w k^{*}$-RFD,
4. for $P=\left(p_{i, j}\right) \in M_{m, n}(\operatorname{Hol}(G))$, we have that $\|P\|_{\mathcal{R}} \leq 1$ if and only if I $-P(z) P(w)^{*}$ is an $\mathcal{R}$-limit. When I is finite, this is iff

$$
I-P(z) P(w)^{*}=\sum_{k=1}^{K} L_{k}(z)\left[\left(I-F_{k}(z) F_{k}(w)^{*}\right) \otimes I_{\mathcal{H}_{k}}\right] L_{k}(w)^{*}
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Mittal proves that this norm is also attained over matrices, finds the extremals of the rational family $\mathcal{Q}\left(\mathbb{A}_{r}\right)$ and computes the $C^{*}$-envelope, $C_{e}^{*}(\mathcal{A})$.
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By our theorem $\|f\|_{\mathcal{R}}$ attained as the supremum over such representations, since it is wk*-RFD.
Our theorem doesn't show that $\|f\|_{\mathcal{R}}$ is attained by taking the supremum over matrices $T \in \mathcal{Q}(\mathbb{D})$.
6. Let $G=\mathbb{D}$, set $F_{1}(z)=z^{2}, F_{2}(z)=z^{3}$.

$$
\begin{aligned}
& \mathcal{Q}(\mathbb{D})=\left\{T: \sigma(T) \subseteq \mathbb{D},\left\|T^{2}\right\| \leq 1,\left\|T^{3}\right\| \leq 1\right\} \\
& \|f\|_{\mathcal{R}} \leq 1 \text { iff } \\
& (1-f(z) \overline{f(w)})=\left(1-z^{2} \bar{w}^{2}\right) K_{1}(z, w)+\left(1-z^{3} \bar{w}^{3}\right) K_{2}(z, w)
\end{aligned}
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In this case $z \notin H_{\mathcal{R}}^{\infty}(\mathbb{D})$, but $z^{k} \in H_{\mathcal{R}}^{\infty}(\mathbb{D}), k \neq 1$.
$\pi: H_{\mathcal{R}}^{\infty}(\mathbb{D}) \rightarrow M_{m}$ wk*-cont and comp. contr. iff there exist
$A, B \in M_{m}, A^{3}=B^{2},\|A\| \leq 1,\|B\| \leq 1, \sigma(A) \subseteq \mathbb{D}, \sigma(B) \subseteq \mathbb{D}$ with $\pi\left(z^{2}\right)=A, \pi\left(z^{3}\right)=B$.
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Our theorem doesn't show that $\|f\|_{\mathcal{R}}$ is attained by taking the supremum over matrices $T \in \mathcal{Q}(\mathbb{D})$.
The difference between Example 6 and Examples 1-5, is that in $1-5$ the coordinate functions belong to $H_{\mathcal{R}}^{\infty}(G)$.
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7. Universal Operator Algebra for Operators of Numerical Radius One:
Let $G=\mathbb{D}$, and let $F_{\theta}(z)=\frac{z}{2-e^{i \theta} z}, 0 \leq \theta<2 \pi$.
Note $\left\|F_{\theta}(T)\right\| \leq 1$ iff $\operatorname{Re}\left(e^{i \theta} T\right) \leq 1$. Hence, $\mathcal{Q}(\mathbb{D})=\{T: \sigma(T) \subseteq \mathbb{D}, w(T) \leq 1\}$, $\|f\|_{\mathcal{R}} \leq 1$ iff $(1-f(z) \overline{f(w)})$ is a pointwise limit of sums of terms of the form $\left(1-F_{\theta}(z) \overline{F_{\theta}(w)}\right) K(z, w)$ again enough to sup over matrices.

