Stationarity  Spatial and Spatio –Temporal and other Miscellaneous Topics

1.  On Spatial Extremes:

Related to extreme value analysis one should think about non-stationary dependence structure.  i.e. weather dependence.
Clearly effective distances different in the mountains versus from the plains. 


Some difficulty with nonstationary models.  They exist but not used often.  Harder to fit.   More computation?

Examples: 
Fixed rank regression.  Process convolutions.  Have these been tried for EVD’s.
(Silence)

Dan:  CO Front range example (Boulder, Ft Collins, 90 km, same elev.) very local 
     Extreme storms right along front range.   Was able to convert Lat /long isotropic 
        to elev versus seasonal precipitation.  This is a very special example. But 
   space deformation procedures would probably not work very well because of the very strong 
 orographic effect of CO frontrange.

Can non-stationary Gaussian process models be applied as priors for 
fitting EVD’s?   Has this been done?

2) Drifting towards construction of joint probability model for spatial extremes

Worrying about weather first or climate first when fitting spatial extreme value distributions?
Dan:  Climate first,  determines marginals.

Could go the other way around:  Generate simple Frechets, then add power series….

If you change marginals, you change tail behavior.   Marginals matter. 
    If the angular.dependence. is described, dependence is known. 
       
3)  Stationarity in Space-Time

One way to incorporate non-stationarity is by  space-varying trend models (Spatially varying coefficient models).  Similarly when using a Gaussian spatial process prior for EVD parameters (see Gilleland talk).

Another example:  Dynamic linear state space model coupled with spatial process convolution as prior for the GEV location parameter.  (Huerta & Sanso 2005, EES). 

Question:  Are we primarily interested in describing nonstationarity or should it be adjusted for (say by process convolution etc.).  Some discussion on that.  Depends on context.
       
4) This led to a discussion on defining spatio temporal extreme value process

A recently proposed procedure: Dynamically break the region up into small region.  Fit Treed Gaussian processes (Gramercy & Lee) .  Could be a problem with sparse data.  But computationally it is a “divide and conquer” strategy.

Truly Space time:  Take max of a space-time cube.  
        Would enable to follow storms. 
Dependence would change in when the max occurs in time and similarly in space.  

Start with space blocks only. How do max’s change in time.  Sometimes move
Continuously (same storm),then they jump.

Points over Threshold in Space.  How to associate this with an extreme value distribution?


D: If we have a max stable process, associated GPD model.  Pick one of these models. 
Pick a threshold.  Look at weather maps.  
What’s happening? What patterns can we expect?

This is related to level sets  in spatial clustering.  Level sets are ellipses.  (Smith model)

Is there a nice way of thinking about 2-dim (space) POT models?
Think of two variables either one or both exceed threshold. 
Both exceed:  fit a model,   
None exceeds:  censoring model
Either one exceeds:  Partial censoring model.

Not generalizable to higher dimensions.  
That’s why pairwise likelihoods are used.

Another approach:  define a threshold according to norm (L1 norm). 
But still not generalizable. 

5.  Back to nonstationarity:

Would be good to include non-stationarity whenever present.
Depends on data.  Sometimes you know (mountains are a problem).
But sometimes you don’t know. 
Then we would like to have methods that are “robust” with w.r.t. presence of nonstationarity.
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