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- All graphs are "countable".
- A coloring is a function $f: V(G) \longrightarrow \omega$, where
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- The chromatic number of $G$ is $\chi(G)$, the least $n$ such that there is a coloring $f: V \longrightarrow n$.
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I is the class of interval graphs - those representable by intervals, with two intervals being adjacent iff they intersect.

Let $\mathbf{I}_{n}=\{G \in \mathbf{I}: \omega(G) \leq n\}$.
$\mathbf{I}$ and all $\mathbf{I}_{n}$ are natural classes.
It's easy to prove that $\chi\left(\mathbf{I}_{n}\right)=n$. Same proof shows that $\mathrm{WKL}_{0} \vdash \chi\left(\mathbf{I}_{n}\right)=n$. In fact, $\mathrm{WKL}_{0} \vdash \forall x\left(\chi\left(\mathbf{I}_{x}\right)=x\right)$.
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In practice, (but it's not a theorem)

$$
\chi_{\mathrm{OL}}(\mathbf{K}) \leq n<\omega \Longrightarrow \mathrm{RCA}_{0} \vdash \chi(\mathbf{K}) \leq n .
$$

For example, Kierstead \& Trotter showed that $\chi\left(\mathbf{I}_{n}\right)=3 n-2$, and it easily follows from their proof that
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Theorem: $n<\Gamma(\mathbf{K}) \Longrightarrow \operatorname{RCA}_{0} \vdash\left[\gamma(\mathbf{K}) \leq n \rightarrow \mathrm{ACA}_{0}\right]$.
For example, if $2 \leq n<\omega$, then there is $c_{n}, 4 n-9 \leq c_{n} \leq 8 n$, such that the following are equivalent over $\mathrm{RCA}_{0}$ :

- $\mathrm{ACA}_{0}$;
- $\gamma\left(\mathbf{I}_{n}\right)=n$;
- $\gamma\left(\mathbf{I}_{n}\right) \neq c_{n}$.

